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Woelfel- Cluster Analysis . 

Every aspect of our experience is like this. Clouds fonn and dissolve as they move across the 

sky, the land gradually lifts until it fonTIs hills and mountains, seas lap unendingly against ever-changing 

shores, tr~es shake in the wind, grow, change their leaves, just as people are born, grow up, get fatter 

or thInner, happier or sadder, healthy and sick. 

Yetwhen we speak of our experiences, we speak of them as if they were sharply bounded: that 

is a tree, this is a hill, there is George, he is a conservative, a good provider and decent husband. This. 

ability to transform an essentially boundryless experience into sharply defined mental categories is the 

basis of human perception and communication. The process of drawing categories from continuous 

experience is called induction, and induction has defied philosophical analysis since the ancients. 

Just how hard a problem this has turned out to be can be shown by the quality of the minds 

who have dealt with the question and by the completeness of their disagreement: Plato (5th century 

B.C.) thought that concepts or categories were "remembered" (albeit dimly) from an· earlier, more 

perfect, existence. Aristotle (plato'S student) believed the categories of thought could be discovered by 

examining experience to find the essential aspects which persisted across changes and individual 

variations. 

But by the time of David Hlime (Hume died in 1776) no one ha~ yet discovered how to do 

this, and so many Philosophers, Hume inchided, came to believe that concepts could not be derived 
. . ". . 

from experience. Inunanuel kant (died 1804), caught between the belief that some concepts seemed 

absolutely necessary and the belief that they c~uld not be derived from experience, decided that 

concepts must be built into the mind at birth - he called these concepts "a priori." Thomas Jefferson 

(died 1826) made no effort to uncover the origins of his own most important concepts, and simply held 

" ... these truths to, be self-evident." Much later, Martin Luther King (died 1968) explained the origin of 

his most basic concepts simply by saying "1 had a dream." 
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By the time of Einstein, however, (died 1955), many scientists, including Einstein, had come to 

believe that concepts are simply "a creation of man, " "logically entirely arbitrary,", and "from the point 

of view oflogic freely chosen conventions" (Einstein, 1991) .. 

. Although a complete analysis of all that has been written about the formation of categories 

would make a fair history of philosophy, in the past two and a half millennia, our best minds have 

believed that categories (1) came from heaven; (2) were essential features discovered by observation; 

(3) came from myStical sources; (4) were inborn in the mind from birth, and, most recently, (5) are 

completely arbitrary, made up by humans for their own convenience. Is this confusing enough? If 

you're not confused, perhaps you don't understand the seriousness of the problem! 

Artificial Neural Networks and Cluster Analysis 

Social research methodologists have dealt with this same question under a variety of names, 

most commonly "cluster analysis." Following on original work by Spearman (1903),. most work that 

followed has attempted to find some set of criteria which will file a set of stimuli into a (usually smaller) 
. . 

set of "piles" or categories based on their underlying similarity relations. Essentially, cluster analysis 

represents an attempt to find an algorithm that can solve the philosophical problem of induction 

automatically. 

Most methods of cluster analysis begin with a concept about what kinds of clusters are 

desirable. TIlls concept is invariably expressed in the form of a criterion. One such criterion - perhaps 

the most common -- is that the "best" clusters are those in which the ratio of between-cluster variance 

to within-cluster variance is a maximum. This, however, is by no means the only kind of criterion that 
. ~ . 

could be chosen. Perhaps even more common is the criterion that 26 categories ought to be formed, 

and that each stimuli should be sorted into one and only one of those 9ategories based on the initial 

letter ofits name. 
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In addition to this criterion, whatever it might be, each technique requires some algorithm 

which tries alternative ways of filing the stimuli into different bins, checking the value of the criterion 

for each alternative way. 

Clustering techniques may also be subjected to arbitrary constraints.· Typical constraints might 

require the solution to fit into a fixed number of categories, or that each stimulus must fall mto one and 

only one category, for example. Different kinds of criteria, along with different kinds. of constraints 

(and, of course, different kinds of input chita!) will yield different outcomes; that is, different 

classifications or categories or clusters of the input elements. 

What kind of clustering criterion is best? 

The most important realization the cluster analyst can make is to understand that there is no 

"correct" wqy to cluster. As Einstein said, the concepts used to classify experience can not be found in 

data, but are "a creation of man." A cluster analysis is necessarily a combination of human interest and 

the data, and never of the. data alone. Cluster analysis algorithms, therefore, always rely on human 

judgments, and will produce different clustering results based on differing judgments. Perhaps more 

importantly, a traditional cluster analysis algorithm will always (obviously) produce the same clustering 

outcome everytime it is fed the same data, as long as some human being doesn't change it's parameters . 

. But a human being will not ckrssify or cluster the same set of objeCts in the same wqy each time. How 

a person breaks up the continuous, ever changing world of experienc.es into categories depends not 

only on the experiences, but on the interests of the person. Thus, there is no "correct" clustering 

solution; only those that match human interests more or less closely.2 

2 This should not be taken to mean that all clustering algorithms are created equal. Some algorithms 
are known to be so inefficient they are seldom if ever feasible. Others produce clusters that are seldom 
of interest to any purpose people are likely to have. Some others (such as algorithms that maximize the 
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The fact that there is no single "correct" way to cluster any given set of stimuli complicates the 

process of selecting a useful clustering algorithm. In principle, a two step process is required: first, the 

human analyst must decide what Idnd of clusters he or she needs or wants in the particular situation in 

question, and second, must identiJY a criterion for clustering that will yield clusters as much like those 

desired. as possible. In practice, however, this is almost never done: analysts usually make use of an 
algorithm which is available to them because it is included in a statistics package to which they have 

access (usually set to the default options), or they rely on the expert judgments of a methodological 

consultant who is almost certainly less qualified than the client to detennine what Idnd of clustering is 

needed in that particular situation. 

Artificial Neural Networks 

Recently, however, a new Idnd of analysis· system, the Artificial Neural· Network (ANN). has 

appeared on the scene, and may well shed a new kind of light on this well-aged problem. 

In one sense, the Artificial Neural Network can - and ought to be -- thought of as simply 

another tool in the researcher's toolkit, to be used where it works better than other tools, and left at. 

home when inappropriate. But there is another sense in which ANN's as clustering devices provide a 

fundamentally new approach as well as a powerful new way to think about categoriZation and 

clustering. This new and fundamental aspect of ANN's follows from the fact that they represent a 

between/within cluster variances) produce clusters that are always of interest for some purposes, e.g., 
search and retrieval systems. 

It does mean, however, that no single criterion for clustering can match the wide array of ways 
in which people actually cluster their own experiences at different times for different purposes, and, 
hence, there is no such thing as a "best" algorithm. 
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synthesis of fundamental new discoveries about how clustering occurs in nature -- that is, in real neural 

networks, and in real brains. 

Most important is the fact that Artificial Neural Networks do not work by maximizing or 

minimizing some criterion as to how clusters should ·be optimized, as do conventional aIgorithms. 

Rather, neura:l networks work by exconining examples of existing clusters, and they then learn to 

produce clusters lik those they studied This means that the analyst need not understand what 

criterion is being maximized or minimized to produce clusters of the sort he or she wishes -- it is only 

necessary to produce some examples of clusters that already exist. These "cases" are then studied by 

the neural network:, which learns how to produce others like them. 

A Backpropagation Example 

. There are two major kinds of neural networks: supervised and selj-organizing. By far the best 

. known are back-propagation supervised models, which have been well defined elsewhere 

. (Rummelhart, et.a!, 1988, Woelfe~ 1993). To show how a back-propagation supervised neural 

network might be used for cluster analysis, a simple problem was constructed using the concepts PSI, 

. P38, B17, B29, BOMBERS, FIGHIERS, ALLIES, and AXIS. Of these, the first 7 were used as input 

characteristics (the equivalent of independent variables in regression analysis), while the last fo~r were 

used as output characteristics. 

Data consisted of "cases", analogous to the regression model case, where each case consisted 

of a specific set of values of both input and output characteristics. The first case, for example, gave 

these values (dependent or output characteristics below the line): 

PSI 

P38 

1 

o 
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ZERO 0 

ME1090 

BI7 0 

B29 0 

HEINKEL 0 

FIGHIER 1 

BOMBER 0 

ALLIES " 1 

AXIS 0 

This case indicates that the PSI is an Allied Fighter. 

Note that it is not necessary to restrict ourselves to "a single "active" input characteristic 

per case, as the following case shows: 

PSI 1 

P38 1 

ZERO 0 

MEl 09 0 

B17 1 

J329 1 

HEINKEL 0 

-------
FIGHIER 1 

BOMBER 1 
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ALLIES 1 

AXIS 0 

This case says that theP51, P38, B17 and B29 are associat~d with fighte~s, bombers and the 

The network developed to deal with these cases consisted of seven input nodes, 3 hidden 

nodes and four output nodes. It trained in 4600 "training events", and produced a solution which 

allows. convenient classification of any input. For exampie, if one were to input the following values of 

·the input characteristics, the trained network would estimate the output characteristic values as 

follows: 

P5I 1 

P38 0 

ZERO 0 

:MEl 09 0 

B17 0 

B29 0 

HEINKEL 0 

-------.,.. 

FIGHIER .89 

BOMBER. .11 

AlLIES· .90 

AXIS .10. 
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TIlls output means that, when faced with a PSI, the network classifies it as an allied . 

fighter. But consider the following input: 

PSI 1 

P38 1 

ZERO 1 

ME1091 

B17 0 

B29 0 

HEINKEL 0 

------

FIGHTER. ..90 

BOMBER .10 

ALLIES .09 

AXIS .n. 

This means that, when faced with a two allied fighters and two axis fighters, the network . . 

decides they are members of the category "fighter" and declines to say whether they are allies or axis. 

Although this is a very simple example (deliberately designed to be so) it shows that there is a sense in 

which the neural network is non-hierarchical. The neural network does not assign each stimulus into its 

one best category, but assigns each input stimulus into one or another (or several) categories 

depending on the context in which it is seen. Just how important this might be is obvious ifwe consider 

the difference between a tiger in a cage and a tiger in your living room. 
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Unsupervised Neural Netwcirks as Clustering algorithms. 

There are still problems with the supervised approach to classification l\Il.d clustering, however. 

In one important sense, 'these networks are still hierarchical, since they treat one set of stimuli (usually 

elements or members of categories) as inputs and others (usually the category names) as outputs. 

While it is possible to define a problem within a supervised network so that this is not so, there is aD. . - . . . 

easier and more direct way to deal with the problem using unsupervisoo networks. , 

. ~ . 

In an unsupervised network, however there need be no di-stinctionbetween input and outP~t 

nodes. (Some unsupervised plans do rruike such a distinction, but this is not necessary.) What follows is 

the description of a simple interactive activation and competition neural network (lA C), which is 

particularly well suited for clustering applications. 

Structure of a simple unSupervised network 

Consider a network consisting of 11 nodes, none of which are cOlmected to any of the others. 

Let each node represent one bf the stimuli in the preceding example, i.e., PSI, P38, B17, B29, 

BOMBERS, FIGHIERS, AlLIES, and AXIS. Now we can expose this network to the data by the 

following rule. When it reads a "case," each stimuli that occurs in the case will activate its 

corresponding neuron. If the network "reads" a case that; says "pSi, P38, FIGHTER, ALLIES," for . ." . 

example, the nodes that correspond to those four stimuli will become active. 
.' , 

, A simple learnrng rule 

Now we adopt a ,second rule (called a Hebbian learning rule, which is mathematically , 

equivalent to Pavlov's law of association) which says that the connection among any nodes that are 

simuitaneously active will be strengthened, while all others are weakened. Clearly, after reading 
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several cases, those stimuli which co-occur in the cases will tend to become positively interconnected in 

the netWork, while those that seldom or never co-occur will become negatively interconnected. The net 

result w:i1J be a square similarities-dissimilarities matrix which expresses the interrelations among the 

stimuli in a concise fashion. 

Operation of the network 

A very wide variety of operational rules exist, but the following is one of the most powerful. . 

Whenever a node is active, it transmits its activation to all the other nodes to which it is connected with 

a force that is proportional to the activation value multiplied by the connection strength. Thus, if we 
. . I 

consider the activation value of a given node to be 1, and it is connected to a second node with a 

connection strength of .5, it will transmit an activation force to that node of .5. Ifit is connected to a 

third node with an activation value of -.7, it will communicate to that third node an activation force of

.7. Since this force is negative, we can consider it a force which attempts to ·tum that third node off 

rather than on. 

Now, what happens to the nodes that are not active? Each of these receives activation forces 

from all the other nodes to which it is connected. Some of these forces are positive, while others may 

be negative. In a typical network, each node sums up the iIi.coming forces (usually in a nonlinear 

summation function, typicallf a logistic) and, if the resulting sum is greater than some present threshold· 

value, the node itself becomes ·active. In some networks, the activation values of the nodes may be 

binary, i. e., on or o:ff; zero or one, or plus or minus one, while in the network considered here, the 

activation value is continuous, allowing any positive or negative number. 

What results is an interaction among the nodes, each ·competing to tum on or off others in the 

network (hence the name interactive activation and competition.) In practice, in terms of our simple 

netWork, we might activate the node called "P38," which node will in tum attempt to tum on some 

12 



~: ;,,'. 

.. , 

Woelfel ~ Cluster Analysis 

other nodes and tum off some others, depending on the connection strengths among them. As some 

others tum on, they will iIi tum ~ttempt to tum on and off still others, and so on. (Each of these stages 

is called a II cycle. ") 

A simple example 

To show how such a simple IAC network can be used as a clustering machine, the cases in 

appendix 1 were read into CLUSlER, a modified prototype of the commercial program ORESME 

, .. . (Terra, 1990) .. 

Typical cases are shown in figur~ 1. As pSI 

the netWork reads these cases, it adjusts its p38 
zero 

connection strengths according to the frequency me109 

of co-occupance of stimuli in the cases. Once it fighter 
-1 

has read all the cases, the final connection b 17 

. strengths or weights are arrayed in a square b29 
heinke1 

matrix that has. the formal properties. of a bomber 

similarities matrix. This matrix can be treated -1 
zero 

statistically as if it were generated by any of a . heinkel 

variety of coriventional statistical methods. me109 
axis 
-1 
Figure 1: Typical cases for an IAC network; (-l's 

. indicate end of case) 
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Input 

Bomber 
Fighter 
Axis 
P38 

Output 

Axis, Fighter Axis, Fighter 
Axis, Bomber Axis, Bc)mt)e 
B17 
P51,B17 

Table 1: Inputs to the IAC network 

Figure 2 shows a perceptual map 

made by the Galileo program (Terra, 

1990) based on the similarities matrix 

generated by the network. In this 

map, we can see that planes toward the t~p of the space tend to be Axis planes, While those at the 

bottom tend to be Allied planes; those to the right of the screen tend to be fighters, while those to the . 

left are bombers. 

In a typical conventional cluster analysis, the analySt would attempt to derive some' criterion 

which would draw circles or spheroids or perhaps nonregular geometric surfaces which would separate 

the several stimuli into' clusters. But the unsupervised. neural net works quite differently. Instead of 

developing bins filled with elements, the neural net may be queried. One can enter a stimuli or set of 

stimuli into the network, and it will, respond with the most closely related stimuli. Table 1 shows the 

results of entering various stimuli into the IAC network trained using the cases in appendix 1: 

14 



'i 

Woelfel- Cluster Analysis 

As Tabie 1 makes clear, the common practice of deriving an eXhaustive 'set of clusters, with' . ; -

each element occurring in one' and only one cluster (as we do in a typical dendogram or Venn' 

Diagram) is not sufficiently flexible to represent the depth of information available from the neural 

network. The IAC network; for example, is able to show that the stimulus' "B F", taken alone, is part ' 

, of the category of all the aircraft, and indeed elicits the names of all the other aircraft and the category 

"Bomber'.' when input into CLUSTER. But when the same term, "BI7," is input into the network 

along with "PSI," only the Allied aircrafl are elicited, 

Moreover, Table 1 also shows that the IAC network is completely non-hierarchical; one can 

enter an element and retrieve its category name (and the other'members of the category), or one can 

enter the category name and retrieve its elements. Indeed, the network does not treat category names 

difrerently than it does element names; all are simply "objects': or "stimuli" which are more or less 

similar tei others. ' 

, Mistakes 

Some analysts might ~onsider the clusters developed by the network to be imperfect according , 

to some ideal classification sche~e.F or example; when one names a single fighter plane, ,the network 

might respond with thenames of some bombers as well as fighters. This kind of thinking; however, is 

symptomatic of the old belief that there exist ~ Platonic "correct" set of categories and a c~rrect ~le for . .. . . . -

assignment of members. This is not the case. lh fact, the network is meant to apply a process which is . , , 

meant, insofar as is reasonably possible, to be similar to the process human beings would use in making 
, , 

the same kinds of judgments. If the network worked "perfectly", it would.make the same Classification 

decisions that a human being would make if he or she read the same input data. Thus, if the cases 

provided show strong relationships between planes of various categories, we would expect a human 

reader to 'be reminded of planes in the various categories when'stimulated to think of one of them. 
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Conclusion 

Neural networks provide a new and different way to tliink about cluster analysis. They ought 

not be thought of as replacements for conventional techniques, but rather new methods that make new 

kiilds of clustering and new applications possible. 

Among the advantages they proVide are the folloWing: 

o There is no need to define a criterion which can produce the kiilds of clusters needed. Neural 

networks can develop their own criteria from example, given a set of existing cases. 

o Neural networks are non-hierarchical, and need not divide experience into. arbitrary levels of 

generality 

o Items need not be assigned to one and only one. category, but may be found in several at 

once: thus a P3 8 can be an allied plane and a fighter plane. . 

o Which category or categories an item is aSsigned can vary depending on the context in which 

. it is mentioned. 

o Neural networks may well provide a simulation of actual human judgments of the same data. 

This list by no means exhausts the list of advantages .a neural approach to clustering and 

classification can provide to the analyst. But, most important, neural networks provide a range of new 

. possibilities and new applications which have only begun to be understood. It would be a mistake, 

however, to believe that ANNs provide simply another computational mechanism to achieve the same 
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result aimed for by conventional clustering techniques. Using these new methods to produce. old results-

--is a waste of time; there -already. exist a set of procedures for accomplishing those aims. The real test of 

_ neural networks will be finding new applications and new uses that are beyond the range -of 

-- conventional procedures. 

\ 
) " .. ' 
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