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Abstract

Text analysis systems based on linguistic or grammatical characteristics and
heuristics are restricted to the language for which they have been developed. Neural
Networks, on the other hand, which operate only by recognizing, storing and retrieving
patterns, have great potential for working across a wide variety of languages. Catpac I1™,
for example, has been used successfully in several languages as different as English,

German, Korean and many other languages, but is restricted to languages that can be
expressed in the ASCII character set.

Wolfpak™, a new variation of Catpac, is a neural text analyzer which recognizes
the UNICODE set, and may be used across a very wide array of languages. In this paper,
we show the results of applying W&lfpak™ in English and Chinese.



Introduction: The Problem

All text analysis systems involve a search for recurrent patterns. Sometimes this
search involves thoughtful human analysts scrutinizing texis for whatever patterns they
may identify intuitively. Other systems involve a computer algorithm searching for
predetermined combinations of words and phrases based on some linguistic or
substantive theory. A third class of systems involves computer algorithms that search for
any patterns whatsoever that happen to occur in the text. The most common forms of this
third class are co-occurrence models and, less commonly, neural networks (Kiein, http://
- www.textanalysis.info/).

The first two classes of text analysis algorithms are inherently language specific.
Human analysts can only analyze languages they understand, and theories and heuristics
based on dictionaries of words or search phrases apply only to the language for which
they have been written. Both co-occurrence models and neural networks, since they make
no reference to any linguistic or language-specific rule or heuristic, can, in general, be
applied to any language.

Catpac™, (Woelfel, 1993) perhaps the first neural text analysis program, began as
a co-occurrence model in the early 1980°s, but added a neural network engine in 1988,
and first sold commercially in 1990, Early versions allowed both co-occurrence and
necural analysis as options, but later versions left out the co-occurrence model because the
neural model provided consistently deeper and more informative results than the co-
occurrence model. (Early versions including the co-occurrence option are still available
from The Galileo Company.) Catpac™ has been used successfully in a wide variety of
languages, including such diverse languages as English, German, and Korean, but it only
reads the ASCII character set, and requires translation of non-ASCII languages into their
ASCII equivalent.

Wolfpak™ is a new variation of the original Catpac™ program. It is a platform
independent program based on UNICODE and thereby requires no translation. While
existing descriptions of neural software often describe data as running words through
scanning windows, in fact what both programs see is not words, but a bit stream.
Consequently, it is of no consequence whether this bit stream represents words or
characters, such as Kanji or Chinese characters. This is because the neural network will
identify, store and retrieve recurrent patterns in the bit stream regardless of what they
represent. All neural algorithms’ performance depends on several non-linear and
interactive parameters, and there is no fixed setting of these parameters that is optimal for
all texts. For this and other reasons, each version of Catpac™ has been slightly different
from its relatives, and Wolfpak™ while based on Catpac™, yields results very similar,
but not identical, to Catpac I1™.



Analysis of Multi-Lingual Texts

In this paper, Wolfpak™ analyses were tun on both English and Chinese texts.
This is preliminary analysis, which aims to test the capabilities of the new variation of the
original Catpac™ program in a language other than English. For illustrative purposes, one
test was run on an English web site, and another analysis was conducted on a Chinese
newspaper article.

a) Wolfpak™ in English

Figure One shows the results of W&lfpak™ analysis of the first half of the first
page of the Galileo Website. It does a good job of capturing the underlying clusters of
ideas represented there, which includes an analysis of the philosophical differences
among Aristotle, Plato and early Greek philosophers and the comparative scientific
method of Galileo Galilei and his successors.
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Figure 1: Clusters underlying The Galileo Website page “What is it?”



b) Wolfpak™ in Chinese

Figure two shows the results of Wolfpak™ analysis of a news article extracted
from People’s Daily Online (http://www.people.com.cn/). The article concerns foreign
policy, in particular on the U.S. agreement with Indonesia to request foreign rescue
missions to register at the Indonesian army. (See appendix for article).

The article explains Indonesia’s rationale for insisting that foreign rescue groups
register with the army. Reasons include a) The Muslim ethnic majority in Indonesia have
an aversion towards foreign armies intruding on their land, b) The U.S. rescue mission is
perceived to be self-serving its own strategic objectives, and ¢) The general unease
towards the dispatchment of Japanese troops overseas. Results show that Wolfpak™
captures the underlying clusters of ideas represented in the news article well.
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Figure 2: Clusters underlying the Chinese news article ‘United States agree with
Indonesia’s request for the registration of foreign troops with the Indonesian army” 3H
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The translations of the clusters above are:

*Cluster 1: Indonesia — Agree — Foreign Countries — Is — Problem — And — Rescue
~Aceh ~ Aids

*Cluster 2: Group — Tsunami — Staff — Think — Daily

*Cluster 3: Activity — Strategic

*Cluster 4: Self-Defense — Oversea

*Cluster 5: U.S. — Request — Objective

*Cluster 6: Government — Day — India ~ (Part of the word of Indonesia) —~ Month

— To — Express — U.S. Army — Work — Army — On

Appendix 1: Chinese News article
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