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ABSTRACT

Unsupervised Artificial Neural Networks have been used in the analysis
of text. In general, they provide richer, deeper and more finely detailed
clusters than co-occurrence models because of their ability to consider
indirect connections among words. Since the number of possible indirect
connections increases exponentially with increases in size of the network,
this advantage should be greatly amplified in very large datasets. In this
study over 4,500 world news articles about disability were gathered and
analyzed using a large artificial neural network running on the Center
for Computational Research (CCR)’s supercomputing cluster at the State
University of New York at Buffalo. Increasing the size of the artificial neural
network allowed more connections between concepts to be discovered.
This lead to a network that was better trained and results that were more

detailed and informative, showing more depth.



1 INTRODUCTION

In an age of information explosion, data digitization is an inevitable deci-
sion for most companies, institutes, government agencies, and individuals
for archiving purpose. Collecting this digitized data on a voluminous
scale with the help of computer programs is now possible, although pre-
viously it was impractical, if not impossible, to do so manually. Another
task which is difficult without computers is to analyze the data. “From
its current position as a research tool, the future presented herein as one
in which computer content analysis becomes a crucial agent in taming an
ever-increasing torrent of information, and an important aspect of many
commercial operations” (West, 2001). Together with the advance in the
computational power available, this might be the motive force behind
“computer content analysis has undergone something of a renaissance”
(West, 2001).

Diefenbach (2001) gave a definition on the role of the computer in

content analysis:

There are many advantages to using computer support in content
analysis. First, computers can do menial tasks, such as repetitive
counting and sorting, and thereby liberating researchers for more
theoretical and creative tasks. Second, not only can a computer do
all the counting, but it can do so with perfect reliability. That is,

computer-produced results will be the same every time the data



are counted or otherwise examined. This means that when using
units of analysis, such as words or other symbols, the computer can
generate perfectly reliable frequency counts. The computer cannot,
however, differentiate the senses of homographs (i.e., words with
different meanings that are spelled the same) without explicit dis-
ambiguation instructions nor can it analyze units larger than words,
such as phrases or themes, or make evaluations, without explicit and
detailed instructions, A computer will do exactly what you tell it
to do, but it can only do exactly what you tell it to do. There is no
room for a computer to make judgments or interpretations unless it

is given explicit subroutines explaining how to make a “judgment.”

(pp. 14-15)

Another way content analysis is often done is by preparing extensive
transcripts, hand-coding passages according to predefined categories,
and manually counting the categorical instances to determine the most
common themes of a given work (Walberg et al., 2001). Drawbacks of
this approach are: subjectivity in formulating the set of categories, lack
of reliability in coding or categorizing passages, and laborious effort in
coding and analyzing the frequencies of the categories (Walberg et al.,
2001). As the above definition shows, computer content analysis helps to
fix all these problems; it can greatly reduce the effort in coding and data
analyses, it can assure reliability by reporting the same results for each

run, and it can do so without subjective interference of researchers.



The above definition stated incorrectly, however, that computer pro-
grams cannot analyze units larger than words, such as phrases or themes.
Some programs do have the ability to find out the pattern of words which
can then be formed into word phrases or themes. For example, Danowski
(1982, 1993, 2001) mapped word co-occurrences in a sliding window of
text into a matrix, then partitioned the stream of word pairs into a network
of words by applying clustering method(s) on the co-occurrence matrix.
Woelfel (1993) implemented an artificial network layer on top of this co-
occurrence approach to find the strongest linkages among frequent words
in the text (Walberg, 2001). The latter approach has a few advantages over
the former. When using co-ocurrence the window! slides through the text
and only words appearing inside the window at the same time are counted
as co-occuring (so only direct connections between words are counted).
Using a neural network, however, will also allow indirect connections to
be incorporated into the word connection weights. This will reveal more
hidden patterns of words in the text, hence it will provide a more precise
connection strength matrix. As a result, the clusters produced from the
matrix are more clearly defined.

Katmandu, a computer program currently being developed, boosts its
analyzing power by allowing more unique words to be counted as nodes in
the artificial neural network. The present study reports what this change

brings to the field of computer content analysis and why it is important.

IThe window size can be adjusted.



1.1 History of Development

As indicated above, CATPAC /Katmandu is an artificial neural network text
analysis tool which performs neural network, cluster, and perceptual space
analyses on qualitative input. Using an unsupervised self-organizing ar-
tificial neural network as the core, CATPAC /Katmandu has a number
of advantages (more precise results and clearer linkages between con-
cepts) when compared to other text analysis programs based only on a
co-occurrence model.

CATPAC, a precursor of Katmandu, has been widely-adopted in the
field of content analysis. The initial development of CATPAC dated back
to the late 70s. In 1985, Danowski’s moving window was implemented (The
program’s codename at that time was Newton). Then in 1993, artificial
neural network was introduced and the program was renamed as CATPAC.
In 2007, the total limit of unique words was expanded, and the program
was renamed as Katmandu.

Previously, the Windows version of CATPAC allowed as many as 300
unique words for its analysis. The updated version, Katmandu, expanded
this limit to 1,300. Although it is not a significant improvement numeri-
cally, this expansion has an immense impact on the result; it also shows
that expanding the limit of unique words (increasing the word limit also
increases the size of the artificial neural network at the back-end) achieves

greater precision in the text analysis.
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Figure 1.1: The Mechanism of CATPAC/Katmandu

1.2 Mechanism of CATPAC/Katmandu

Workflow

The workflow of CATPAC/Katmandu is demonstrated by Figure 1.1.
First, data are collected in a plain text file. There is no special formatting
or predefined dictionary needed.
Second, the text is considered as a data stream and the whole text is
parsed into single words (Parsing). At this stage, the frequency of each
unique word is calculated. Then if the words in the excluded list are acti-

vated, those words on the list will be omitted in the forthcoming process.



These two steps are called Preprocessing.

At this stage, a list of words ordered by their frequencies in the text
can be obtained. As stated by Diefenbach (2001), “Since English-language
usage produces far fewer higher- than lower-frequency words, a list of
the dominant words in a document can be a meaningful tool for analysis,
but simple frequency counts are limited by the issue of context”. CAT-
PAC/Katmandu will also try to find out how words are related to each
other in the text. It would be ideal to include each unique word (as unique
concept) for the followup process; however, due to limitation of comput-
ing power, only parts of words can be included for the final analysis (the
less frequent words will be omitted). As mentioned before, the Windows
version of CATPAC allows 300 unique words (the top 300 most frequent
words).

Next, together with Danowski’s “moving window” method, CAT-
PAC will “learn” the text with its artificial neural network engine. From
the point of view of co-occurrence approach, when a window is sliding
through the text, words coexist inside the window at the same time are
counted as co-occurred pairs. From the point of view of neural network
approach, unique words are treated as “neurons” and when they coexist
inside a same window, they are “activated” (it is worthy to mention CAT-
PAC can do both co-occurrence and neural network analysis). CATPAC
uses a learning rule called “Hebbian Learning” to guide the learning (this

will be discussed in more detail in the next subsection). Basically, the



neuron will remember the link with another neuron when they coexist
(are “activated”) in the previous window and it will pass that connection
on to the next window. Hence, indirect connection between words are
enabled for analyzing which is not possible in the co-occurrence model.
Finally, in order to present the data in an accessible way, CATPAC
performs a hierarchical cluster analysis on the connection strength matrix
collected in the previous step. One can also choose to perform a mul-
tidimensional scaling analysis on the same matrix to produce mapping
of the words. With the help of a plotting program, the interrelation be-
tween words can be shown in a 2D /3D way to facilitate interpretation for

researchers.

Learning Rule

The learning rule used in CATPAC’s neural network engine is a “Heb-
bian Learning” rule. As Stent (1973) reviewed in his article, Hebb (1949)
formulated his “neurophysiological postulate” of learning which states:
“When an axon of cell A is near enough to excite a cell B and repeatedly
and persistently takes part in firing it, some growth or metabolic change
takes place in one or both cells such that A’s efficiency, as one of the cells
firing B, is increased.”

As indicated in this rule:

1. If two neurons on either side of a connection are activated syn-

chronously, then the strength of that synapse is selectively increased;



2. If two neurons on either side of a connection are activated asyn-
chronously, then that synapse is selectively weakened or eliminated.

When this rule is applied in content analysis, unique words are consid-
ered as “neurons”. In Danowski’s (1982) “moving window” approach, the
window becomes an environment in which the neurons can react. When
a pair words appear in the window at each iteration when the window
slides, they are activated synchronously and the connection between them
is selectively strengthened. On the other hand when they do not appear
in the window at each iteration, their connection is selectively weakened
or deleted. In CATPAC, for the second situation (when two words are acti-
vated asynchronously), the connection between words will not be deleted,
but instead, be weakened. In this way, CATPAC can “remember” the indi-
rect connection between words. For example, word A and word B keep
showing up in a pair in a sample text, when in the same text, word A and
word C keep showing up in a pair too. However, B and C never show up
together anywhere in the text. Theoretically, B and C are still related since
they share the same connection to A. The connection between them might
not be as strong as their respective connections to A, but it is still there.

To enable indirect connections between words helps to reveal hidden
patterns, hence, more information can be found. Also, as the sliding win-
dow goes through the entire document, the neural network keeps training
itself with the new information until the window reaches the last word

of the text. New linkages are built and old ones are retrained (strength-



ened or weakened) to adjust to the “environment” (the whole text) in this
process. As an end result, the cluster analysis performed on the connec-
tion strength matrix collected will show more precise patterns. Since the
neural network model can find more connections between words (direct
connections plus indirect connections) than the co-occurrence model, the
dendogram created with the neural network model will have a deeper
depth than the one created with the co-occurence model. In other words,
researchers can find more variances between different clusters.
Moreover, the parameters of neural network learning can be adjusted to
fit different situations. Among these parameters are clamping, threshold,

decay rate, and learning rate (Salisbury, 2001, pp. 73):

Clamping Choosing to have the program clamp the nodes in-
structs the program to have the concepts related to one
another. Clamping the nodes allows the program to re-
tain the concepts in its perceptual field and, therefore, con-
stantly be aware of them. As a result, those concepts which
are strongly related to other concepts emerge as such be-
cause the links between the nodes are strengthened. If
clamping is not chosen, the concepts are not retained in

the perceptual field...

Threshold Each neuron is either turned on or else receives in-

puts from other neurons with which it is connected. These



inputs are transformed by an activation function. CATPAC
can use one of four transfer functions: a linear function
varying between -1 and +1, a logistic function ranging be-
tween 0 and +1, a logistic function varying between -1 and
+1, and a hyperbolic tangent function varying between
-1 and +1 (Woelfel, 1991)...Once the inputs to any neu-
ron have been transformed by the transfer function, they
are summed, and if they exceed a given threshold value
the nodes are activated. Otherwise, they are left inactive.
Lowering the threshold makes it more likely for neurons
to be activated. Raising the threshold makes activation

less likely...

Decay Rate The decay rate function refers to the rate at which
a node loses a proportion of its activation as a function
of time due to restoring forces that return nodes to their
resting levels. The decay rate specifies how quickly the
neurons return to their rest condition after being activated.
Raising the rate turns them off faster. Lowering the rate

keeps them on longer...

Learning Rate When neurons behave similarly, the connec-
tions between them are strengthened. The learning rate

determines how much they are strengthened each cycle.
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CATPAC/Katmandu allows users to change all these parameters. Re-
searchers can experiment with these settings to find out the optimal ones
for their situations. For example, if results show too few clusters, lowering

the learning rate can help find more clusters.

1.3 Human Interpretation

Although a neural network is very good at finding patterns or associa-
tional relations between words in a text, it cannot understand what it has
found. It regards the whole text as a data stream and sees unique words
as individual neurons (“concepts”). It is still the responsibility of the re-
searcher to figure out the meaning of the clusters. To avoid bias during
interpretation of clustered result, combining several researchers’” opinions

and getting consensus are necessary.

1.4 Bigger the Size of the Artificial Neural

Network Means What?

Katmandu, the current version of CATPAC, increases the limit of 300
unique words to 1,300. What does that mean for the analysis? As was
discussed previously, due to computing power limitation, it is still not
possible to include each unique word in a large document as a unique

word for the final analysis. Increasing this limit makes the most recent
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version closer to the ideal (the ideal being able to find out how each word
is connected to other words), however, and this helps to understand what
the content really means. Previously with the limit of 300, when the
window was sliding through text, those words which were not as frequent
as the top 300 were overlooked. Their relation to other words was also
disregarded. By increasing this unique word limit more words can be
considered in the analysis. The artificial neural network trained by the
text will fit better with the real words network of the target. Since more
unique words are counted as valid neurons, the size of some final clusters
built on those words is expanded. In other words, some clusters might
include more items than before when the limit is set as 300. This is very
helpful for the researchers (“the interpreters”) when they are considering
the meaning of the clusters. Moreover, since changing the limit for the
unique words means changing the size of the connection matrix, the
end product—clusters—will have a larger depth which will show more
difference between clusters (compare the depths of clusters between the

dendograms in Appendix 1 and Appendix 2).
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2 METHOD

The current paper shows an application of Katmandu on a project about
how disability is portrayed by online media. We developed a procedure
for collecting news articles using Google Alerts'. The tool queried Google
News website with disability related keywords each day for over 6 months.
The news articles found with this tool were then combined into a single
plain text file (MasterText.txt). This file was then examined using Kat-
mandu. No special formatting or pre-defined dictionary was needed. The
file did, however, have to be encoded in ASCII (American Standard Code
for Information Interchange) which meant only English alphabets are al-
lowed. Hence, this project only concerns those news articles on disability
in English from Google News website. For those who are interested in
broadening this range to include other languages, they can consult another
content analysis program called Wolfpak which allows Unicode-encoded
input (Woelfel et al., 2005; Evans et al., 2008).

In order to save time on processing data and to test the most powerful
computing power available to us, the program Katmandu was moved to
the Center for Computational Research (CCR) supercomputing center’s
cluster machines at University at Buffalo and all the analyses were done on
them. The same text file was run multiple times with different numbers

of unique words and the number of final clusters found were compared.

Thttp:/ /www.google.com/alerts
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The default neural network learning parameters, as preset by Katmandu,
were used for all runs so as not to bias the comparisons. These parameters
were: Clamping = “YES”, Threshold = .0, Decay Rate = .1, and Learning
Rate = .05. Also, the sliding window size was set as 7 and the size of slide
was set as 1 (each time the window slides one word).

The CPU time each run took was also recorded as a reference to how
much computing power was consumed. Since increasing the size of the
limit of unique words is a continuing task to apply the latest computer
technology for enhancing the program’s processing power, this kind of

data will be valuable for program developers.
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3 RESULTS

The size of the input file (MasterText.txt) is 14.1 megabytes, and the file
contains 11,862,495 total words and 21,687 unique words. Table 1 is the
table for each experiment with different unique word limits set using
neural network method.

The counting of total clusters found is arbitrary. By drawing a horizon-
tal line at the center of the dendogram, whichever clusters stand above
the center line is counted in total clusters found. Appendix One displays
a sample dendogram showing cluster analysis when the limit of unique
words was set as 50. There were 11 clusters found above the arbitrarily
drawn line. If the limit is increased to 100, 4 more clusters are found (15
in total, see Appendix Two). When the limit is boosted to 200, the total
clusters found increases to 22. At the level of 300 (17 clusters found in

Table 3.1: Different number of clusters found when the limit of unique
words is set differently (using neural network method).

Unique Words Clusters Found CPU Time

50 11 1.40
100 15 4.05
200 22 15.32
300 17 57.53
400 13 12591
500 17 198.79

1,000 12 903.07
1,300 17 1949.67

Note: Time measured in seconds.
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total) and 400 (13 clusters found in total), however, the clusters found are
fewer than at the level of 200 (22 clusters found in total). This finding is
understandable and predictable, because increasing the limit of unique
words means more words are recognized by the artificial neural network
when it is “learning” the text. The words assigned to different clusters
before might be connected together after “new” words are added in, be-
cause such “new” words help to link those previously different clusters
into a big single cluster. For example, at the level of 50, the word DRUG
and the word ATTENTION do not belong to the same cluster and there
are even 3 clusters between the clusters they belong to. At the level of 100,
these two are side by side in the same cluster. When the limit of unique
words is increased to 1,300 (currently the largest limit Katmandu allows),
the number of total clusters found doesn’t vary much to previous findings
(17 clusters found in total).

As shown in this section, counting of total clusters found in a den-
dogram is an arbitrary task (the method this paper used is to draw an
arbitrary line at the center of the dendogram). It is an issue about the
“degree” chosen by researchers. To think about it, every word is connected
to each other word at some degree if the whole text is considered as a big
box. From the dendogram, every word is connected to each other at the
bottom. If similar number of clusters are found when the limit of one run
is lower and the limit of another run is higher, the difference between them

is the size of some clusters (especially the major ones): smaller the size for
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the lower limit and bigger for the higher. Researchers can either choose
smaller size for simplified result or bigger size for informative result. It
is worthy noting that it too few unique words are chosen it might affect
the validity of the result. For this study, if 50 is chosen as the limit, only 11
clusters are found. As compared to 22 clusters found at the level of 200,
there is a deficit of 11 clusters which means a lot of information is lost.
On the other hand, it is acceptable to choose the limit between 100 and
1,300, because the numbers of total clusters found do not vary much in
this range. It is recommended that researchers run multiple trials with
different limits to find the optimal choice for a particular dataset.

Since increasing the limit will increase the size of the neural network,
the learning process will consume more computing power (take longer
time to run). As shown in Table 1, at the level of 50 unique words, it only
takes 1.40 seconds to process; at the level of 100, it takes 4.05 seconds; at
the level of 500, it takes 198.79 seconds; at the level of 1,300, it takes 1949.67
seconds, a little bit over half an hour (all these time are measured as CPU
time which means how long the program Katmandu takes to process the
data). These numbers clearly illustrate that as the size of neural network
increases, the computing power consumed increases almost exponentially.
As tradeoff, however, researchers have a much more informative clustered
report.

As a comparison, the same procedure is used on testing co-occurrence

method. Table 2 is the table for each experiment with different unique
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Table 3.2: Different number of clusters found when the limit of unique
words is set differently (using co-occurrence method).

Unique Words Clusters Found CPU Time

50 8 0.33
100 13 0.63
200 13 1.92
300 19 9.58
400 20 19.75
500 21 32.24

1,000 21 145.38
1,300 25 314.96

Note: Time measured in seconds.

word limits set using co-occurrence method.

The most notable difference between the neural network method and
the co-occurrence method is that when using co-occurrence method the
number of clusters found steadily increases when the unique word limit is
increased. Since co-occurrence cannot find the indirect relation between
concepts, the clusters found are all about directly related concepts. The
average size of these clusters is smaller than those found in neural network
method. Since only direct relation will be found in the co-occurrence
method, the relation between different clusters are distinctive. It is rarely
seen that different clusters converge into bigger ones. The size of clusters
is kept mostly the same from the top of the dendogram to the place close
to the bottom. This is exactly the reason why more clusters will be found if
the unique word limit is increased. Also, the depth of the dendograms is

much smaller than those found in neural network method (see Appendix
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for more detail). Since the depth of dendograms is related to how many
steps the hierarchical clustering method takes to calculate all the possible
clusters, this difference between two methods shows that neural network

method has a higher degree of precision on clustering.
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4 DISCUSSION

As stated by Stevenson (2001), “Computers are still dumb clerks. Programs
which parse a text file into its grammatical components or search for any
level of meaning are still in their infancy.” Implementing an artificial
neural network helps the program to learn better from the text and to find
more precise word patterns, but human interpretation is still necessary
to make sense out of these patterns. However, “dumb clerks are useful
in content analysis because so much of the work involves searching for
relevant material. We may still spend a lot of time in a content analysis
project searching for a few needles in very large haystacks, so automating
even that part of the job is no insignificant accomplishment” (Stevenson,
2001).

This paper describes progress on a content analysis tool implementing
an artificial neural network as its core. Since neural networks allow indirect
connection between words, more patterns in the text may be discovered
than using the co-occurrence model. Moreover, the parameters of the
neural network can be modified to make the network adapt better to the
text. Hence, neural network “learning” will produce a more precise and
informative result. Indeed, as the size of the neural network is increased,
the complexity of the network is increased. As a direct result, the program
is better able to learn from the target text. This saves researchers no

only time and effort in relation to parsing text into predefined categories
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manually (which may also introduce bias), but also produces a more
precise data.

As shown in the experiment above, increasing the limit of unique words
expands the size of some major clusters. This means human researchers
will have more hints to construct the “meaning” (make a sentence or a
situation) for the words inside a single cluster. However, it should be
remembered that this is not necessarily advantageous when the size of a
cluster becomes too large. One possible solution is to lower the learning
rate of the neural network; more clusters will be found in this way (by
subdividing large single clusters into smaller ones). This could, however,
lead to another problem that is, there may be too many clusters to work
with.

An alternative approach (Battleson et al., 2001) is a non-hierarchical
clustering method. The clusters are then not calculated in a top-to-down
or down-to-top methods. Rather, such a system uses keywords to explore
the results, and it will find out what other words are related to the key-
words and then form a cluster with them. Finding such clusters is totally
nonlinear. This means a word can appear in different clusters depending
how many other different words it is related to. For example, mustang
could mean a brand for car, and it is related to the car cluster (which could
have concepts like Volvo, BMW, or Benz). It could also mean a half-wild
horse, and it is related to the horse cluster (which could have concepts

like colt, bronco, or pony). The non-hierarchical clustering approach will
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allow this one-to-many relation in the word-to-cluster relation. Different
meanings of a word can be explored in this way. A tool, called Listiac, is
developed to achieve this goal (Battleson et al., 2001).

Finally, for those researchers interested in analyzing text in languages
other than English, Wolfpak (Woelfel et al., 2005; Evans et al., 2008) is
another content analysis tool which implements similar methods to those
introduced in this paper. Wolfpak allows Unicode-encoded text as input;

this allows most of the world’s writing systems as input.



BIBLIOGRAPHY

23

Battleson, B., Chen, H., Evans, C., & Woelfel, J. K. (2008, January). A non-
hierarchical neural network approach for analyzing textual data.
Poster session presented at Sunbelt XXVIII: International Sunbelt
Social Network Conference in St. Pete Beach, FL.

Changeux, J. P., & Danchin, A. (1976). Selective stabilization of developing
synapses as a mechanism for the specification of neural networks.
Nature, 264, 705—712.

Danowski, J. A. (1982). Computer-mediated communication: A network-based
content analysis using a cbbs conference. In M. Burgoon (Ed.),
Communication yearbook (Vol. 6, pp. 905-924). Beverly Hills, CA:
Sage.

Danowski, J. A. (1993). Network analysis of message content. In G. Barnett &
W. Richards (Eds.), Progress in communication sciences (Vol. 12, pp.
197—222). Norwood, NJ: Ablex.

Danowski, J. A., & Lind, R. A. (2001). Linking gender language in news about
presidential candidates to gender gaps in polls: A time-series analysis of
the 1996 campaign. In M. D. West (Ed.), Progress in communication
sciences (Vol. 17, pp. 87—102). Westport, CT: Ablex Publishing.

Diefenbach, D. L. (2001). Historical foundations of computer-assisted content
analysis. In M. D. West (Ed.), Progress in communication sciences (Vol.
16, pp. 13—16). Westport, CT: Ablex Publishing.

Doerfel, M. L., & Barnett, G. A. (1996). The use of catpac for textual analysis.

Cultural Anthropology Methods, 8, 4—7.



Evans, C., Chen, H., Battleson, B., & Woelfel, J. K. (2008, January). Artificial
neural networks for pattern recognition in multilingual text. Poster
session presented at Sunbelt XXVIII: International Sunbelt Social
Network Conference in St. Pete Beach, FL.

Hebb, D. O. (1949). Organization of behavior. New York: John Wiley & Sons.

Salisbury, J. G. T. (2001). Using neural networks to assess corporate image. In
M. D. West (Ed.), Progress in communication sciences (Vol. 17, pp. 65—
85). Westport, CT: Ablex Publishing.

Stent, G. S. (1973). A physiological mechanism for Hebb’s postulate of
learning. Proceedings of the National Academy of Sciences of the
U.S.A., 70, 997-1001.

Stevenson, R. L. (2001). In praise of dumb clerks: Computer-assisted content
analysis. In
M. D. West (Ed.), Progress in communication sciences (Vol. 16, pp. 3—
12). Westport, CT: Ablex Publishing.

Walberg, H. J., Arian, G. W., Paik, S. J., & Miller, J. (2001). New methods of
content analysis in education, evaluation, and psychology. In M. D.
West (Ed.), Progress in communication sciences (Vol. 16, pp. 143—158).
Westport, CT: Ablex Publishing.

West, M. D. (2001). The future of computer content analysis: Trends,
unexplored lands, and speculations. In M. D. West (Ed.), Progress in
communication sciences (Vol. 16, pp. 159-175). Westport, CT: Ablex
Publishing.

Woelfel, J. (1991). Cascaid user’'s manual. New York.

24



Woelfel, J., & Stoyanoff, N. J. (1993, September). Catpac: A neural network
for qualitative analysis of text. Paper presented at the Annual Meeting
of the Australian Marketing Association, Melbourne, Australia.

Woelfel, J. K., Chen, H., Kim, J. H., Sharma, B., Woelfel, J., Cheong, P., et al.
(2005, May). Artificial neural networks for the analysis of text across
cultures and languages. Paper presented at the International

Communication Association conference in Dresden, Germany.

25



26

DEH>sMME®nHBR >

oM< BEH=MK=H
< m

AxXboUv

A OMAM = W0
B H =MW

O MmO DA

=H a4
FHm<O@DMmMeEw®n
A< D= B’
AU Mm< =
AR OM=
<ADJdEH®0

< ATA . .
SERHEHFE>AATDRMR=E2HA< BHHR

n H A M e e e e .
HE2mmoA=s<sbBHHHOZ=
neEHEDDAM=H®
XH A ®m
n>=pnBHo =0
OomHAaA

moH O X >

7o Jr=s R Ca iy ei Ry a By
neEDAHK®
APV -
SEHAHOUDSBEHHOZW®0
fHEH<AHZ=
=SEHAHOUSBHHORS=
A o= .

oA <<t OBFHHB>HB >

AHNOMAEAMM™
AR MLHUHKH
<BFHFFMHKH=ZEHHO=

< xwn

nomoo4Jd
== S IS I a W)

Mmoo Eb<~@O T

=2Mm =
AR X

oD < JF @
neDA>
HO Db =A

AH<<UOLD=z=0wnMHA
Ao A M|

L H M ® e

= =0

onmHJdAMKMZ

¢0-dT0E€6.L10T°0
¢0-d95%68¢9% "0
C0-4T9€06€E%8°0
C0-306%989.6°0
TO-dT0LECETT O
T0-4098€0%6C "0
TO-3EYSTLSCE O
TO-d6LLEQTSE O
T0-3..62156€°0
T0-dET60%80% "0
T0-30080%08% "0
T0-d86020T¥S "0
T0-H98S..299°0
TO-3SLE0CELL’O
TO-HEVELTLI6' 0
00+48.L026T¥5 0

JOHLIN YALWVIQA

Amomhm:z MAOMIAN
TVINAN HLIM Dmb«mmuv SAMOM ANDINN 05 T WVIDOANAd T1JINVS

v



27

ouUTT I93ue) AIRIFTQIY

T0-d81%.¥0LC 0
T0-d8C95C9LT "0
T0-488¢C8LTT " 0-
¢0-dT¥0T.LC68 0-
C0-I8TE06€T8 " 0-
¢0-dT¥S890€L " 0-
¢0-30016%.2S 0-
C0-dEE0TTSEY " 0-
C0-IL.L¥0¥8TY " 0O-
C0-dTELLTO6E O-
C0-362S5L08LE " 0-
C0-361CS8C9E " 0-
C0-4STE861SE " 0-
C0-IT869E9VE " 0-
C0-dT6S€EETTVE 0-
¢0-3%5¢98.LEE " 0-
C0-dESGC8LYEE 0-
¢0-d8€598¥0€€ " 0-
C0-3€¥0L.L6TE O-
¢0-dT00%5¢CE " 0-
¢0-3%9092CTE " 0-
¢0-348.6SCCTE 0-
¢0-I¥T6.LL1CE O-

¢0-d0T¥TT0CE " 0O-
C0-3¥.¥81€8C 0-
¢0-3€0%280TT " 0-
€0-370699.590-
€0-4.L¥00¥6€T " 0-
€0-306%99065 0



28

=EHAHOU<SBEHHOS=

. - . . - - . . Ce g . .
T T T SR
. . . . - . - . Ay - .
B T T T T S T SR SR
- g -y . . - . - . T+ 1" - .
B T S T T Y VRN SRR SR
-0 N R . - . - . I N9 - N .
-1 “ON° - "S°"7T° "§°" S e s - e - - -yITO0"H-'O oo
TLsT0d " "¥SVILI WS : WL CHIOLICdc” - :
VI "HW ¥ HFILNYCHC : TCTVNSAQVILCTTTTL :
9200l "d4dHNOO T " """ "I LYYONTASOI T
YITIASVSHNDHAIdNIdIISI ® TADODTOHIIADHYOAdDUYN " a
04 0ddIAD0VHLIJYO0ONNMNMSMNTOOYNSdAILNLYVHNTNVIMNG
AddIIHYYIVIHIVYVYNOYIOIVMOIOYIAIAIILYIADOIOTHAT
OWdASdLSHDILdNSMdLHNTMOMNAddYVAHAVAWASOHTALNN

csovovommAHZ=U
LM< mOm
H K< A
= H &

<t = H >
LH /A0 e

=
om@mHAdAAMMKZ

¢0-399.8CS€EL"0
TO-300LLETCTT O
TO-dLO9TSTET 0
T0-d%%,09%9C "0
TO-dEE86TLIS O
T0-d8%8%5679°0
TO-d88¥ELV6L°0
TO-H.L66866L°0
00+3EVPTLOTT O
00+dCCTIETTTIT O
00+H9886€CTT 0
00+dTLLYO¥CT O
00+d6998€09C "0
00+d7589886C 0
00+d6T9E€STIS 0

JOHLIN YALWVIQA

Amomhm:z MAOMIAN
IVINAN HLIM Dmb«mmuv SAYOM ANOINN 00T T NVIDOANAd ATJINVS

d



29

cevvvvvvvvvy vvvw  cvvvvvvve vvven veven C0-IS0TTILST "0O-
cevevrvvvvey vvr  cvvevvven vvvee veees CO-dTCYV0LST "0O-
cevvvvvvvvvy vvr  cvvvvvven vvven veven ¢0-I€8¥T69ST " 0-
cuvevrvvvvery vovr T cvvvvvven vvvee veees C0-4TE6989ST " 0-
cvvvvvvvvvery vvr  cvvvvvven vvves vvven ¢0-305¢S89ST " 0-
cvvvvrvvvror vvr T chiiivienr vvvee veeon ¢0-a¥6%¥89ST " 0-
cvvvvvvvvven vvr  cvvevvven vvves veeven ¢0-3¥T0¥89ST " 0-
cevvvrvvvvvy vvve  cvevvvven vvven veven C0-3.6.,E€89ST 0-
cvvevrvvrvey vvr  cvvevvven vvves veees CO-dTELEBIST '0-
cevvvvvvvvvy vvr  cvvvvvvvn vvven veven C0-dL¥9€89ST " 0-

cuvvvrvvvvey vvr T cvvvvvvey vvvee veees C0-39%9€89ST " 0-
T I9qus) ArexlTqry
cuvvvrvvvror vvv T cvvvvveen vvvee veeen C0-36.5€89ST " 0-
cvvvvrvvvvey vvr  cvvevvven vvvee vveven C0-4.L6%E€89ST ' 0-
cevvvrvvrrvy vve  cvevvvvey vvven veven C0-I¥SESTOST "0-
cvvvvrvvvvey vvr  cvvevvven vvves veeen C0-dTTCLISST 0-
cevvvvvvvvvy vvve  cvevvvven vvven veves C0-I€88SLEST "0-
cevvvrvvvvey vvr  cvvvvvven vvvee veeen C0-4886S.L¥¥T 0-
cevvvrvn vvvw vvr  cvvvvvven vvven veves ¢0-39.8TCSET " 0-
covvvr T eer vor T T chiiiiien vvvee veeen ¢0-300%9€6CT " 0-
cevvvrvew vve T ciiiiiver vvvee veeen ¢0-3%0€8861T " 0-
cvee T it eee T eiiiiiiee vvvee v C0-ITTO0CETT " 0-
cove T T eer v T T civiiirer vvvee veeen €0-3556C5096 " 0-
cove T ee v T T chir vvv vvvee veeen €0-3809.T958 0-
cove T T vee v T T chiir viv vvver veeen €0-39CCL6C18 0-
cove T eee v T T chier vvv vvver veeen €0-4SC¥T969L " 0-
cove T T her v T T ciiir viv vvvee veeen €0-4¥TE€TTC0S 0-
ceve T eee T T T T hhher vir vvvee veeen €0-dLT9086.L% 0-
cove T T eee T T T T chiir vir vvver veeen €0-49€VS0L6E " 0-
cevee T T T T T T T il vir vvvee veeen €0-3%¥9¢T.L99C " 0-
ceve T T T T T T T il vvr vvvee veeen €0-J0€6090€T " 0-
ceve T T T T T T T Cher vvv vvvee veeen ¥0-4.,6C¥80LY "0
cevee T T T T T T il vvr vvvee veven ¢0-392CSL0C6T 0
ceee T T T T T T il vve vvven veven ¢0-395%.,992C 0
cevee T T T T T T il vir vvvee veeen ¢0-4€.LE058LT 0
ceee T T T T T T T il vvr vvver veven C0-IETYTSEOE 0
cevee T T T T T T il ver vvvee veeen C0-d68T18E€T0S°0
ceee T T T T T T T il vvr vvvee veven C¢0-3ITTEYS8TS 0
ceve T T T T T T e T T cieee veeen 20-348020862S 0
cewee T T T T T e T T ciiee veeen C0-3dTL9959599°0




30

TO-dE0€88SCT " 0-
¢0-3¥C10¥8%S " 0-
¢0-3IS¥EE0¥8E " 0-
C0-dT€1C0TSE " 0-
¢0-3%8.9886C ' 0-
¢0-dCEeLT1€L8T 0-
¢0-491¥%E8Y¥C 0-
C0-IETBEELTT 0O-
¢0-4.80%160C " 0-
¢0-3€.00090C " 0-
CO-dSTTL6TOC 0O-
¢0-38%C0¥¥6T1 " 0-
C¢0-48C1¥C16T 0-
¢0-38095968T " 0-
¢0-I¥STLYEBT "0-
C0-49990€6.LT " 0-
¢0-36%C8SVLT " 0-
CO0-d8LELYELT "0O-
¢0-I¥89€€S9T " 0-
¢0-480%.L¥¥9T 0-
¢0-368€98C9T " 0-
C0-d85.8%C9T " 0-
¢0-369S¥1C9T " 0-
¢0-3%880% 19T "0-
C0-4S5LT809T " 0-
¢0-I¥ECTS09T " 0-
¢0-30790009T " 0-
C0-dSTC666ST " 0-
C0-d8S9TL6ST 0-
¢0-d8C1¥56ST 0-
¢0-326S0%6ST "0-
C0-d.88LT6ST 0-
¢0-3.,90TS8ST " 0-



31

- o=

omH o m
< U M

< AIA

opb=Uv
< =0=0

R
. q - -

coeg e
“q90H "
TTNL A
TdD T NA
Aovviynan
VaAIAZI0L
AQdaHdAdS

— H W0 <

Hs X HZ=ZO
XM H A ®n

AMKMA MR ®NNHORSR
nMHPA =S MmEe
mTo4d4ad< =0

<A AMM~E<saA
0o HMAM

neEHEPLPAM=ZH®0
mHO X >
{7 QS B 25 Y 25 R
O <M

<t = HAdH MKW
mee<H=

n>=A0H0=n0n
=R =Ee< 4
B o<t

HoH M
nEHEDAHM®?
omHAaA

O BHM=

HEZ oM=< bBHHOS=
AH<S U =Z0W0nHuwn

(== =R R

=HAHLU<J

DE2H>MHMmW®nHB >
A<tBHEHBEZ=ZBF®
OV EFHOMMPM

A o=

cfRHnnMH<stO@T@DM®n

fHERH<tAH=

€0-J0€6090€T " 0-
¥0-4.,6C¥80LY "0
¢0-392CS.L0C6T "0
¢0-d85¥%.952¢C°0
¢0-4€.LE058LT "0
C0-dET¥TSENE O
C0-d68T8E€T0S°0
C¢0-3ITTEYS8TS 0
¢0-4802086TS 0
C0-dTL9959599°0
¢0-d59.8TSEL 0
TO-Hd00LLETTT O
TO-HLO9TSTET 0
T0-d%¥L09%9C "0
TO-HEE86TLIS O
T0-d8%8¥S5679°0
TO-d88YELY6L 0
TO-d.L66866L°0
00+dEPFTLOTT O
00+4CCIETTTIT O
00+d9886€ECTT 0
00+3TLLYOPCT 0
00+d6958€09C 0
00+d7589886C 0
00+d6T9€ST95 0



32

QUTT I93UL8)

Lrexq

1q1

¢0-3%880%19T " 0-
C0-4SSLT809T " 0-
¢0-I¥ECTS09T " 0-
C0-30790009T7 " 0-
C0-dSTC666ST " 0-
C0-d8SG9TL6ST 0-
¢0-d8C1¥56ST 0-
C0-326S0%6ST " 0-
C0-d.88LT6ST 0-
¢0-3.,90CS8ST " 0-
C0-dS0%T9LST 0-
C0-dTT¥V0LST " 0O-
C0-dE8YT69ST " 0-
C0-dTE6989ST ' 0-
C0-305CS89ST "0-
¢0-d¥6¥¥89ST " 0-
¢0-3%T0¥89ST " 0-
C0-d.6.€89ST 0-
C0-ITELEBIST "0O-
C0-d.L¥9€89ST " 0-
C0-d9%9€89ST " 0-

C0-46.L5€89ST 0-
C0-3.L6%E€89ST " 0-
C0-d¥SESTOST "0-
C0-dTTCLISST0-
C0-dE88SLEST " 0-
C0-d886S.L¥¥T 0-
C0-d9.8CCSET " 0-
20-300%9€62CT " 0-
¢0-370€886TT " 0-
C0-4TT00CETT " 0-
€0-3956C5096 ' 0-
€0-d809.2958 " 0-
€0-392¢ L6218 0-
€0-d5¢¥C969.L " 0-
€0-4¥TETTC0S 0-
€0-3.T9086.L% " 0-
€0-49€YS0L6E " 0-
€0-3%9¢C.L99C " 0-



33

T0-3€0€885CT " 0-
¢0-3I¥C10¥8%S " 0-
¢0-dS¥€e0¥8€ " 0-
C0-dTETTOTSE 0-
C0-3%8.L9886C " 0-
C0-dTELTELST 0O-
¢0-I9T¥E8YYC 0-
C0-4ETBEELTIT O-
¢0-3.80%160C " 0-
¢0-3€.00090C " 0-
C0-d4STTL610T 0-
¢0-48%C0¥¥67 " 0-
¢0-48C1¥C16T 0-
¢0-380959968T " 0-
¢0-d¥SCLYEST " 0-
C0-J9990€6.LT " 0-
¢0-d6%2C8SV.LT 0-
C0-I8LELVELT "0O-
¢0-d¥89€€59T " 0-
¢0-480%.L¥¥9T ' 0-
¢0-368€98C9T " 0-
¢0-485.8%C9T ' 0-
¢0-369S¥1C9T " 0-



34

- .o R S - .o . .
T T T S SRR
- - Sy . - . .
T« S T SRR
NS . B R . - . .
CNO N ottt Nttt e e e e ke e e
010 - SR . SRR .
“T1LTIS " - g oo g H Tt
S ILVILNH S Nd - -+ - - ygon-g- - .
VRHVNY "HdTIT T d TH1YHY : © S
*0d¥D3IYWTIOTAALd T "AdHNVII " " A" 1L
II0IADYAOVHNN " "ddTOTIITAT" a1
ddddNO0OVNANHILILNOYOTIVEYSYITMANNDN
IINTILYILODIITIOYIIIHAIVIINIITILOA
SWINSdASSHYHWADIddHOLdYHAMNNSAYV

AambDuvwn

hoH @0 e
oS

mH O X >
XiH A ®m

AMEOD= -
AP U

aUTT I93us) AIeI3Tqiy

< mwn

¢0+d000000%T "0
¢0+40000009T "0
¢0+d0000008T "0
20+d0000000C "0

=

. . i
R MR

. . 1
N S
a- oL I- N
AN "SNSLY"O0
sd - NIWDAILI
0y AN0VATIL
NG "dTLLY4YDN
DTadgvVdiaIorId
VIHA03INWdS 41
IHAQTYYAAIATL
adDVsdLSHAQAV

20+d0000002C "0
20+40000000€ "0
¢0+d000000TE€ "0
¢0+40000002€ "0
¢0+d00000005°0
¢0+3000000%9 0
¢0+400000089°0
€0+40000080C "0
€0+40000029C 0
€0+40000006C "0

JOHLIN YALWVIQA

Aoomhmz ADNTIINDDO-0D
HILIM Dmb«mmuv SAYOM HNOINN 0§ £ WVIDOANAA TTJINVS

O



35

00+300000000°0
T0+30000000C "0
T0+30000000% "0
T0+300000009 "0
T0+300000008° 0
20+d000000CT "0



36

oUTT I93us) AIRIFTqIy

oO>mMmm

S I CO SO < B G S I V) |
nHAM

T HUO DM

AH<U=2=00nNnHM
VDo=AHBEHHOS=

o= S5 I 2l

¢0+d0000002C 0

¢0+d000000%C "0

. . . . - e - - e Z0+70000000€ " 0
T T T A T R R Z0+7000000TE" 0
L . - . - I - - . R Z0+7000000ZE " 0
T T T T T S Z0+90000008€ " 0
L - - . - coL e . - - . I Z0+700000085 " 0
- .o .o - - c . - C el . Z0+3000000%9° 0
T T T S R Z0+700000089° 0
. . . . . . . . - . L R Z0+3000000Z. " 0
S T T Z0+7000000%8° 0
. . .o . - . . . .o . L R £0+70000080Z " 0
T £0+70000029Z " 0
- . . . - . .o . - . . S £0+70000006Z " 0
.o . - - .o - - . - . - .
T T T
. . .o . - -y - . - . . i
I B S I S ST TIPSR TIR I SR
. q - . - -1 - . c gt . 1
I S T S G T R S ST WP
- 1 - -1 . . q 1 . -0t a . 1 N
- 0" " "HN c - - - s gt Hg Tt Tcc EN'-SLY"'O
vy 0 T04d . SLWNJdYSS - : A TSd T TWODHLI
THN "H " AVYN D ANVITHEILYE S TNV 0d T THVAIL
VIO0ODD TOVINANS "IdYTAHNT® "A " LL 308 NAQ"dTHYHYIDN
ITINSAIIIIVITIDSAADVHOAAT AT " TSIDIY " DTAITI0OTIA
NVIOIAWASIVIANANNOLILYVYITMNANNYWNYAVOVYVIHAIOdS AL
TIdVWNYIVIIYYHVYUVILIYIAIVNIILOAIIAIIMNIHATYAIAL
NHNVdTAWNYILIDILASSSdUYNILIdNMNSAVALdNALADVSJdHAQAYVY

JOHLIN YALWVIQA

Aoomhmz ADNTIINDDO-0D
HILIM me«mmuv SAIOM ANDINN 00T ¥ WVIDOANAAd A1JNVS d



37

00+400000000°0
T0+30000000C "0
T0+40000000% "0
T0+300000009 "0
T0+300000008 "0
¢0+d0000000T "0
¢0+d000000TT 0
¢0+4000000CT "0
¢0+d000000%T "0
¢0+d0000009T "0
¢0+d0000008T "0
20+d0000000C "0



38

< AAMMAE<taA

. . - N -
N LR
- . - g3 -1 -
N SR A SETE- B
et NI "SA-

VA THTIN AT " F
TN YVTAIIADIIAIqYET T T Hd
MAYSTOUYNWONILWIAIdAIMNNWNIYV
OVAIO0OIVOOdYVVIIIIMNOHHE
TAdTHYODOHAAJdAIO0ONATMND ST

auT] I03us) KIeiltqiy

OO0 FHOMMM

- << K-

Ll S B -
mH U

O @moo 4

nHAHER=SMMEE
7o == PRy Pl e 3 5}

HZLoOom=E<BHHOZ=

HDH =X

< ovoLvoOoMmEAH=U

cfRHNn NS O@D[EM®

mob =N
o pPp =0

T0+d0000000% "0
T0+300000009 "0
T0+300000008 "0
¢0+40000000T "0
¢0+d000000TT 0
¢0+40000002T "0
¢0+d000000%T 0
¢0+d0000009T "0
20+40000008T "0
20+d0000000C "0
20+40000002C 0

AMOA M|

< U M

U xXoD M
=2 Mm=uwn
X H A w

o<t

=EHAHOU<BEHHOZ=

=0 M@mX

n>=ABHO0 =0
_Ho0o=0U

¢0+4000000%C "0
¢0+d0000000€ "0
20+d000000TE€ "0
20+40000002€ "0
20+d0000008€ "0
¢0+400000085°0
20+d000000%9 0
¢0+400000089°0
¢0+d000000CL" 0
¢0+3000000%8°0
€0+40000080C 0
€0+30000029C "0
€0+40000006Z "0



39

00+300000000°0
T0+30000000C "0



	chen11.pdf
	COVERTEMPLATEcomJSci.pdf
	TUTZAUERcomJSci.pdf
	lackaffKozeyTutzauer11

	Katmandu_10092011
	Abstract
	Introduction
	History of Development
	Mechanism of CATPAC/Katmandu
	Human Interpretation
	Bigger the Size of the Artificial Neural Network Means What?

	Method
	Results
	Discussion
	Bibliography
	Sample Dendogram 1: 50 Unique Words (created with neural network method)
	Sample Dendogram 2: 100 Unique Words (created with neural network method)
	Sample Dendogram 3: 50 Unique Words (created with co-occurrence method)
	Sample Dendogram 4: 100 Unique Words (created with co-occurrence method)


	katmanduReferences



