- PRINCIPLES OF COMMUNICATION

\%}’i\ﬁ\ J |
A

RS

' Edited by JOSEPH WOELFEL, PH.D,

Decpartment of Communication * Statec University of New York at Buffalo




Principles of Communication



Principles of Communication
Joseph Woelfel
Editor

Department of Communication
The State University ofNew York at Buffalo
Buffalo, New York




COPYRIGHT 1992

ALL RIGHTS RESERVED

NO PART OF THIS PUBLICATION MAY BE REPRODUCED OR
TRANSMITTED IN ANY FORM OR BY ANY MEANS, ELECTRONIC OR
MECHANICAL, INCLUDING PHOTOCOPY, RECORDING OR ANY '
INFORMATION STORAGE AND RETRIEVAL SYSTEM, WITHOUT
PERMISSION IN WRITING FROM THE AUTHORS

PRINTED IN THE UNITED STATES OF AMERICA



TABLE OF .CO'NTENTS
Chapter I

Communication and the Diffusion of Information

George A. Barnett ....eeeieremereesnecsnnsens reeserersasressnesnsasnens ersrnisnererstsssni et sr e sa s bassases 1
What 18 COmMMUNICALIONT ....eevieeeeirceeereeneerresaeeereernesaesssseesnerasse b sesssessnsnisnersensenss 1
Lasswell's Model (5); The Shannon-Weaver Model (6); Gerbner's Model
(6); The Westley-Macl.ean Model (7); Berlo's SMCR Model (8) The

Convergence Model of Communication (9)-

How Information Diffuses Throngh Social Systems ......ceveeeoeeooeeeiioeeeee 11
Communication NEtWOIKS .....c.coeeeeeesirerensesersrescrananeas SR, V)

The External-Influence Model (17); Internal-Influence Model (18); The
Mixed-Influence Mode] (18) ‘
Suggested Readings ........ eeresnrerearas T —— demrearaestasieenesseensessnesens 21

Chapter 1I

Communication and The Study of Bargaining

Frank Tutzauer e es oo meseneesese e s ceensebesi 26
Key CONCEPLS «.coevecirercectere it s et en e et eebt e et st et et e et et e e aenteenaan 26
Basic Terminology ......civcmiisrieinsisssceniencinns et em et mean et et n e e aeeneanrene 26
Distributive and Integrative Bargaining .........cccceue.e.... PO eeeeenemieeeeanneeans 28
GAME TREOLY oeerreeeeerreere e sacesee e e e s e st sae e e sensn s e re s s nses e snssaessenesess e meneeas 29

Bargaining Games (31) ‘

RIChardSON PIOCESSES ..cvvveeveereieriiveierearsseeteeesseeeseaes e sesessesesssssasssssesnsssaseesnessnanas 35
CONCIISION <ot eeee e ree e e eeseee s et snneesseeeenseeeesreesaaaseeeenesasnnsaesaesenans v e 36
BRETETEIICES .t et e eete s e se s s ensse s sesmmeenaesaenstasenaseeseemeane SRR 37

Chapter II1

NEURAL NETWORKS:

Applications of the Cogmtlve Revolutmn To Advertising, Marketing and Poht:cal Research

Joseph WOEIE] coeercreerisssis s s ss s ssessnassonesses rresseisesisanesrssbe s srese 38
The Cognitive REVOIMEION .....ovveeiieeeeece e et et s rer e sees e ses s sane e s esse e s et e abbn et ansaemse e 38
Fuzzy LOZIC oo eedebtne s set bbb bk b be bt e sttt et e m e et ea e et et rem et e 39
Neural Networks ... et eat et r et a et e eene e e te e amaee e seenn e neenian 41
Artificial Neural Networks .. OO UPO RS TRUSRBSURIY . |
Types of Artificial INEUEAL NELWOLKS - -ooooeoeeooooeoreseeriereeeeeeeeeeeersoereeeoeeeeereeeeeeereeeeene 43
Self-Organizing Neural Networks (43); Supervised Neural Networks (44)
Applications of Artificial Neural NetWorks ....cocovooreeeoiieeiecre et e 44
SWITCH (45); CATPAC (45); GALILEO (45); ORESEME (47)
Supervised Networks ................ erenearetesesae st en et saea s e b e et et et et e et g2 amnemnaeee e enneas 47



Chapter 1V |
SPOT and ROVER: Conversational Self Referencing Neural Networks

Joseph Woelfel

University of Buffalo

William Richards : :

Simon Fraser University ........ceee. - ememssssibbene : 49
ADBITACT Lot eceee e ceteee s e eceite e s se st meeasassnsssssr s e sanman e rsas esenrnnes reeeeeeeieseaanreeerasraraets 49
Intelligence as an Emergent Property of NEtWOIKS ..c.ooveveeveeeercecrcrencriereecseces et 50
Basic Components of Information Processing NEtWOTKS .......vovveeereeiesueerererssernecesesesinnes 54
Intelligence as an Emergent Property 0f NEtWOIKS ...coveeirmriccomereecese e ceceeeesscens 55

Distributed encoding: (56) : - A
Communication Processes and Network SHUCLUIE ......vveeveeieeiecirecuricne sl e eeeesensinens 56
Information Processing and Network SUUCTULE ..c..ccoiiiiuereeece et cennn 39

Conversational Networks (59) : :
Forming and Changing the Network StIICIULE ......ccooiiiiiieiriereerrre v e cemsemee e ssenn 61

Innovative Language (64} o o
Self Referencing Networks ..ottt tteer—eeeeeeneeeetaeannes 65
Conclusions and IMpUHCAIONS .......cvecor ettt r e sr s sec st s ema s aemensacaesnns 67
RETETEICES +ovveeeeemreeteeietete et e e e e s re et reecet et e st ehee st st emea s st e sareseeesraetseeehsusmes met et reet et staeren 70

Chapter V _

An Introduction to the Study of Information Systems in Modern Society

CTOM JACODSOM werecreerrriricecneccsnensnsssessbasesnasenes eessrenas vesssreens - cersesessaereans 71 .
New Communication Products and Services ..o e 73
Benefits and Problems Associated with New Products and Services .. . SRR o’

Benefits and Problems for Individuals (76); Benefits and Problems for the .

Economy (78); Benefits and Problems for Govemment (80) : ‘
The Study of Information Systems .......ccovvivrccricnnneiiones SOOI SOOI . . |

......... 90

F 2141010 11 TSRS ORI



Chapter VI

' Dayt:lme Senal Drama Message Analysis: The Cultural Indicators Pilot Study
Preliminary Report.

* Dr. Mary Cassata
‘SUNY/Buffalo

- Dr. Barbara Irwin

Canisius College ... remsesrsssnesnsaias eeneasresttsnenassasasnsaiansasssasenssensassane
Cultural Indlcators An Tntroduction .......... ettt e en e st etemeeereeteebeeenes
Cultural Indicators and Daytime Serial Drama .................cccoceeveennn. tetereeennetnn e it
Daytime Serial Drama Message Analysis Recording Instrument .................... reeenereees
e Pilol StAY ..o et re e e ettt e e st n e aeaam e e s emsannsensmneanennen
Assignment Of COABTS ......covevvririeeererirrre s e ssere e s s sssssres e ssas s smsns
Training .....eeevvereees b ae et eete b e L s b e oR e sS4 SRS b m et e et AR aR SR SRR 4 St e e h et she bt e b et an
LOZISHCS covrrrererieinas b et sos s s st bbb S s b nreen e oemar s AR B RO b SRR Sbd st mh bbbt et
Analysis Of the DAt ..o s et e
ConclusionS/New DITECHIONS .....ivoeeeceeeeeeee et e e cete e ce e e s e eeemeeeeee s amee e em e meaeenees
RESOUICES CONSUILEA «oo oot ee e s et e as e eeema e s sreees

Chapter VII

From Everyday Sensemakmg to Professional Understandmg Comparative Uses of
Everyday Conversation

Allan Canfield .- ceinenas vemessrenearatasen et e s ea s b a e ns ey ed a4t na pesa Rt se e st assaeR RS SR e

..... 100
OIVEIVIBW oottt ettt et es e et e e s s et e ebte et e e e esseam e e s es e eaaesbeaatesbas eabannse s ansesenne 100
Everyday Sensemaking ..........coiicncninc it s 101
Getting the "Yes" Response: Sean's Naive Planning ......cooooiiiiiiniincncecineneeeciens 102
Some Observations About Sean's PIan ......coeoveceriicinecncerceeieeenereese e, 103
Professional Sensemaking: The Social Scientist's Plan ...o.ocoooeoovmeecinociinieieee s 103
Borrowing and Lending: Field Interdependence and the Wheel of Study ................. ..105
Levels Of ANBLYSIS «oeuiiiiiiee ettt et et et e et eme et eaa st eaanaesnesm e 106
The Academic TOOIDOX ..cocvorirecrriceece e e STV OOSURN 106
The Conversational-Behavioral ICeberg ..o, 108
Stages in Studying Sean's Conversational Behavior ............. reveveeserrernnnnens 09
The Naive Scientist and the Professional Scholar: Comparative Differences .................. 110
Final Comments and DISCUSSION ..cvvieivieeeeeieieeeeieerreieet i cerrrereseesaseessasassnsssessssaneesnes eers 111
A Summary Statement ....c.cevvcneinriccnnnne. el . rereeseare s 113
Definifions ...l eeteneteataseretatataeausase e et et et re e et eo s en st neE e emE s s asentnese e et e araan 114
' I16

BIBHOZFAPRY ..o ettt et ettt e R




_Pref ace

Communication perva‘des every aspect of human experience, and, indeed, human
experience itself is a form of communication between people aﬁc_i their environment. There is
virtually no limit to the number of aspects of communication that may interest scholars from time
to time, nor to the approaches to understanding communication that may be employed.

Among the major approaches to the study of communication is the scientific approach
This volume brings together examples of some of the more important aspects of communication
that are studied by scientists, and illustrates some of the techniques on which those investigations
are founded. In the first chapter, George Barnett describes the important concept of

‘communication networks. His éhapter describes the elements of the theory of communication
networks and the way they process-information, with an emphasis on the role of mathematics and
empirical research. Frank Tutzauer introduces the concept of bargaining and negotiation, and
shows how game theory and mathematical models interact with empirical research to develop
understandings of how people reach agreements in situations of conflict. Woelfel discusses recent
“developments in neural networks, and shows hew artificial neural networks, patterned after some,
fundamental biological odels, help measure and understand communication processes. Woelfel
and Richards describe these theories of cognitive proéesses drawn from neuroscience, psychology
and computer science in greater depth, and show how they relate to human perception and
'cognition. ,

Tom Jacobson examines.the e){plosii'e development of information systems in modermn
society. In all of these essays, the central role of communication provides a common thread.

-While by no means exhausting the vast range of topics and techniques communication scientists

consider and employ, these essays provide useful illustrations of how scientists approach the study



-~ of communication. Most importantly, all three essays show the role of fundamentat
communication theory, the roles of information flowing through networks, the role of
mathematics in symbolizing the essential features of communication, and the role of observation
- and empirical research in the formation and revision of communication theory.

w
Ambherst, NY
Tune 4, 1992



I Diffusion of Information

Chapter I

Communication and the
Diffusion of Information

George A. Barnett -
Copyright 1990

What is communication?

Communication may be defined as the process by which information is exchanged
among two or more systems that exist within a common environment. When the system is
composed of people, one goal or purpose of the 1nf0rmat10n exchange is to reduce the uncer tainty
of the future states of the interacting systems. To help you understand this definition, each of its
terms will be described in more detail. -

Process is simply change over time. Variables, such as an attitude, behavior or
individual's knowledge, change during a given period of time. Communication scientists typically
measure one or more of these variables at a number of points in time and then plot them on the Y-
axis and time on the X-axis. Such a plot is presented as Figure 1. Then, they determine the
function which describes the relationship between the variable (attitude, behavior or khowledge)
and tirhe. In mathematical terms, Y = f (X). The function in Figure 1 is simply Y = bX, where Y
is the attitude, behavior or knowledge, X is time, and b is the slope of the resulting equation.
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Y

time

Figure 1
Variable Plotted Against Time

Because communication is a process, we must examine how variables such as attitudes,
behaviofs or knoﬁvl_edge change as a function of time. Changcs in attitudes, behavior and
knowledge are the result of the information that Systems receive. The slope of the function
described above, b, may be determined through a statistical technique known as regression
analysis. Because the slope describes the rate of change in variable X, once the function
(relaﬂonsh1p) is known, precise prcdwtlons can be made about the state of variable Y at any point
in ime. When the intervals of time between the measurements are mfmltc}y small, slope 15 also
known as a derivative. It is often presented as dy/dt. The derivative tells us the velocity or rate of
chaﬁge in the variable. The change in the slope (derivative) for a given period of time (the second
derivative ([d? y/ dt %) tells us the acceleration in the variable. '

Information may be described as patterns in matter or the flow of energy which reduces
uncertainty in the future state of the interacting systems. For example, a memo is made up of
black dots of ink-on white paper. Together, these dots form a pattern, which we recognize as
words. The pattern of words compose a message which may inform us about the future and thus
reduce our uncertainty. Likewise, we could have received the message via the telephone. In that
case, the patterns would have emerged from the sounds produced by patterns of electrical energy
rather than on the material-paper.

When the systems include people, meaning may be attributed to-the information.
Communication scientists examine the code system or language used to communicate the
information. Traditionally, the concept of meaning or symbolic meaning has often substituted
for the term information. In that case an alternative definition of communication may be, "a
process by which symbolic meaning is exchanged among people.”

Communication scientists typically use Information Theory when discussing this
information. Information Theory deals with the principle that systems are measured in terms of
the probability distribution of a state of occurrence, such as an individual hélding a certain
attitude. Basic to information theory is the concept of entropy, which refers to the lack of order.
A system with low entropy is one with a great deal of order, predictability and certainty. Ithasa
lower potential for an individual to reduce his/her uncertainty through additional information.



-1 Diffusion of Information
Mathematically, entropy is defined a‘s:

-& pi logap ;.

where, H | is the amount of information provided by n bits, pi is the probabiiity of that a system
will be in state i and R the sum of the information of the individual bits.

Information is simply negative entropy, -H, or the mean prédictability inasystem. Hisan
~ informational quantity descrlbmg how much uncertainty there is m the state of a system, When |
~ entropy increases, the system has departed further from a defined state of order or perfect

predictability. : _

In order to determine the amount of information in a message, we must know the totall‘ 4
number of different messages that are possible for the source. For simplicity, assume that the
meséage source is a computer and that all messages are in a binaty code consisting of only two

- signals, "1" and "0". How many different messages can be sent? If the length of the message is
unlimited, the number of potential messages is infinite. However, if we consider messages of-
only a certain length, say n signals, we can say that there are 2 0 unique messages, 1 51gnals long

For example, there are 16 possible messages if we allow the message to be 4 signals long
(2 4=16). We could, therefore, take the number 27 as a measure of the amount of information -
such a message contains. But, communication scientists have decided to take another number
derived from 2 1 because it is more convenient {The numbers are smaller and the function is
linear.). That number is the logarithm of 2 © .

A message n units long is composed of p ; "1's" and n , "0's", so thatp | + 0, =1
Suppose that the message n szgnals Iong is composed of 75% "1's" and 25% "0's". That is, the
probability of an individual message will be .75 "1" and .25 "0". The probability that the n e
and then , “0‘ " arranged in a particular way (an unique message) will be (75)* n | * (25) * n ,.
The logarithm of the reciprocal of this number to the base 2 is the mcasure_df the amount of
information in the message. ‘The logarithm is equal to -n ; log 5 (73) -n , log 5 (.25).

This represents the amount of information for a particular message. To determine the
amount of information of an average'message n signals long coming {rom the source we substitute
n ; and n , for their average values, averaged over a great many messages. Thus,

H = (-p, log py)(-py log py) (-, log pp)

or
an _é P ]‘Ogn Pi

"The concept of exchange means that there is a symn;atrical two-way flow of information between
the interacting systems. Either system may initiate the interaction with a message, and the volume

and rate of flow originating from the components are relatively equivalent.

3



I Diffusion of Information

The concept, exchange, may be replaced by the term transfer. Transfer implie_s that the
flow of information is primarily one-way, from a particular source to a receiver, i.e., '
communication is asymmetrical. This may be more approijriate when analyzing mass
communication systems which typically encode (send) more messages than they decode
(receive). In this case, communication may be considered as the information transferred from a
source (the television or radio station) to a receiver (the audience); and feedback, the information
sent back from the receiver to the source in response to the initial message. As will become
obvious later when we discuss models of communication, I prefer the term éxchahge because it
~ suggests that the interactants can simultaneously act as both a source and a receiver. _

A system is a set of interdependent components or parts. These components may be
individuals, groups or machines, suclras computers. They could even be any interrelated set of
objects, such as the words that make op a language. Together, the sum of the parts produce a set
_of emergent properties that could not result if the components behaved independently. An ‘

example of an émergent property is culture. Culture is a property of a group. Individuals do not
have culture, they only manifest the influence of the group on their thoughts and behaviors.
Social organizations are generaliy considered goal-secking systems. The components'
_interdependént behaviors make it possible for the organization to achieve its goals, such as
manufacturing a product or performing a service. These products or services are some of the
emergent properties of organizations. Communication makes the 1nterdependency and
achievement of system goals possible. It facilitates the coordination of the components' activities.
The environment is the context in which the systems exist. Ttis everything that is
external to the interactants, which has an influence over their cognitive states and behaviors.
Thus, the environment affects the process of communication. It determines the code system the
“systems use to communicate, the subject matter that they communicate, and the meamngs they
attribute to the information they receive.
' There is little agreement about whether communication purposeful or not. In certain
situations, the person who initiates the interaction may have a purpose or gozil in mind. Atother
times, he/she might ﬁot. o
The concept of purpose is a philosophical issue beyond the scope of this chapter. Tt arises
in communication because the discipline's-early history begins with the ancient Greek
philosophers. One of the greatest of the Greeks was Aristotle, who attributed purpose or goal~
secking behavior to all animate and inanimate objects. More recently, one of the central foci of
communication research has been the area of persvasion. In this case, the source communicates
with the goal of changing recei{'ers' attitudes or behaviors. Also, one of the contexts in which
comrﬁunication is examined is the formal organization, which exist fora sﬁeciﬁc purpose, e.g., to
make a profit or to provide social services. In this context, communication typically serves two
functions: to facilitate the completion of tasks, or to display emotions.
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In spite of the number of cases that we have discussed in which communication serves a
‘ .purpose, we can identify others in which it may not have a goal. For example, communication
among the members of a family or between a boy and his dog. In the Information Age, a great
deal of commun1cat10n occurs among computers. Are they exchangmg information with a
purpose in mind?

Medels of Communication ' ) _

This section of the chapter discusses a number of models of communication. A model is.
an abstract repreSehtation of some aspect of a theory. Further, models may serve as classification.
systems that enablé one to abstract and to categorize the potentially relevant parts of a process. In
this case, they help establish boundaries to the question, "What does communication entail?" and
to organize the 6omp0nent3 of the process. They simplify the process of cormmunication by
facilitating the identification of the variables and the relationships to consider when analyzing fhe
phenomenon. When presented graphically, they visually represent the relationships arnong ‘the
factors involved in the communication process. '

As a field of inquiry, communication has evolved from a varlety of academm disciplines i in
both the humanities and sciences, both natural.and social. They range from rhetoric, speech, -
English, journalism, law, and linguistics at the humanistic end of the spectrum; through the social
sciences (anthropology, political science, sociology., economics, and psychology) and '
management; to electrical engineering and cognitive, computer and Systems science, and
mathematics at the scientific end. Traditionally, Communication cut across all these fields.

While its focus is the process and effects of information exchange, all these orientations have
'provided different perspectives from which to analyze.the process of communication. Asa resﬁlt,
a number of different models of communication will be presented here. '

There is no best model of communication. They all should serve as dlfferent vantage
points for identifying those concepts, variables, and relationships that affect the process of .
(_:ommunicét—ion. Each model describes the process in a different context. As a result, they
provide unique insights in the communication process. The models presented here should be
considered together when asking questions and interpreting observatmns about communication.
Lasswell's Model ' '

One of the earliest models of communication was developed by Harold Lasswell (1948).

" Who

. Says What

_In Which Channel
To Whom and
With What Effect?

5



I Diffusi@)n of Inforrhétiqn.

Lasswell's model may be applied to a formal organization. For example, a research
analyst (who) presents business information for internal and external users (says what), generally
in writien reports (which channel), to decision-makers (to whom), with the goal of providing
reliable, relevant and timely data for making inforined business decisions (the effect). This model
is simple and graphic but lacks a number of elements necessary for an understanding of the |

~ communication process.

The Shannon-Weaver Model -

Claude Shannon and Warren Weaver (1949) déveloped the mathematical model of
communication presented in Figure 2. The model was developed to describe communication over
a mediated device, such as a telephone It represents a conceptual advance because it '

differentiates between the information source, the transmitter, the receiver, and the destination. In-

telephony, an individual is the source and the telephone is the transmitter.” Likewise, the
telephone is also the receiver and an individual is the vltimate dest.matlon In the case of the
formal orgamzanon the source may be a bookkeeper or a clerk; the transmitter, a cornpuollcr the
receiver, the person who obtains the documents, such as an accountant; and the destination, the

ultimate user -- a client..

Message . Signal - " Received ~ Message
o . Signal

Destination

W

_Information |y Transmitter “4 =l Receiver

[

Noise
- Source

Shannon and Weaver also add noise into the communication process. Noise is any stimuli
which contributes to the distortion of the information transfer. It may lead to a breakdownin
communication. Static in a telephone line 18 noise. The Shannon-Weaver model as presented,
lacks the critical notion of feedback (the exchange of information, rather than the one-way
transfer of information), and the context or environment in which the process takes place. But
these shoﬁcomings may be easily rectified by adding the mirror image to the model. '
Gerbn or M |

George Gerbners ( 1956) model graphically depicts the role of perception and
representation in the process of communication. An event E is perceived by person M. The event
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as perceived (E!) is the product of perceptual activity. Thus, the mediation and transformations of
~ particular selective and contextual factors introduce differences between E and EL.

The vertical arm of the model shows the representation of the event (statements about the
event) by the perceiver to be a product of the available media (print, speech, radio, television or
film) and of the particular conventions of use of these systems. The way in which the media is
used is determined by social and historical cbntingencies. These elements of form (S) combine
with event-related elements (E). ' h

Finally, the lowér horizontal arm shows this representation, the statement about the event

(SE) belng perceived by a second person (Mg) This perceptual acnv1ty involves a transformatlon
such that the differences between SE and SE! occur.

" Gerbner's model i is significant because it makes explicit the role of percepuon in the
communication process. Also, the model shows the relationship of language to reality and
thought, the nature of different forms of representation, and the problems which follow from
considering form as separate from con.t.ent The model has implications for the study of mass
communication because it suggests that it is difficult, if not the impossible to achieve objecuwty

in reporting events through the media.

The Westley-Macl.ean Model ,
Bruce Wesley and Malcolm MacLean's Model for communication research ( 1957)

'pfesented in Figure 4, has a number of important implications. It was developed to describe the _
journalistic process of reporting and presenting a new item to the public. The model describes the
ways in which individuals and organizations decide which messages are communicated, and how

they are modified or deleted in the process.

Event as perceived

PERCEPTUAL DIMENSION

) , SELECTION CONTEXT AVAILABILITY

=4

EVENT

N

Means and .Contml
R +Dimension
. CHANNELS, MEDIA, CONTAOL,

Stztement about event

7



| 1 Difquion of Infermation

Person(s) A receive(s) stimuli X, from the environment. The process of reporting these
events is imperfect. There are omissions and additions caused by selective perception and
distortion resulting from A's bias due to his/her relative position as an observer. A then produces
a message, X!, and c'ommunicatés itto C. C is an editor or gatékéeper. In formal organizations,
secretaries typical act as gatekeepers between their boss and the rest of the organization and the
environment. They select the message X1to communicate 10 the eventual audience, B (readers
or the boss). The gatekeeper, C, modifies the message as he sees fit based upon the stimuli,
he/she receives from the environment.

Due to his/her unique position as an observer some env1r0nmental st1mu11 may be unique
such as Xy, and some of these may be the same as A received, such as X,. C receives additional
. information in the form of feedback, f,., from the eventual audience. Likewise, A may receive |
feedback from C (£_), Wthh may impact on their futare communication.

Beilo's __M_(;R Model _
The SMCR (source, message, channel, recewer) model of communication proposed by .

Dav1d Berlo (1960) has many of the same faults as the earlier models. Itis shown as Figure 3. It
suggests a one-way flow of information from a source to a receiver without feedback, and it
exchudes the concept of noise. H_dwever, Berlo specifies the factors which influence the fidelity
(accuracy) of communication and at which stage in the process these factors operate.

Xy

. : . '
X] . oo —___IA__ .
"'—- f -""‘-.

\K/'\ -

"-b.__....-—

‘!n.

For example, when considering the MESSAGE, he suggests that the elements of the
message--its content, structure, code, and treatment--will influence its understanding by the
receiver. While Berlo describes CHANNEL in terms of the some combination of the senses,
channel could also be thought of as the medium of communication. Television, radio, print,
computers and interpersonal communication use a somewhat different combination of senses.
Further, while not explicitly discussing the context in which the process occurs, the model
indicates that the source's and receiver’s social systems and cultures, a's well as the code system in
which the message is constructed, do affect the fidelity of the communication process. These
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notions are especially important for intercultural communication which must take into account the
different cultures and the social systems of the interactants.

S M C R

source . message channel - receiver |

COMM: SKILLS SEEING | | COMM.SKILLS
o A e ./ HEARING | | ATTITUDES
KNOWLEDGE TOUCHING | | KNOWLEDGE.

' S0C.SYSTEM | SMELLING J * $0C. SYSTEM
Cocrimest :
CULTURE 1 msting CULTURE

The Convergence Model of Commumbatlon

-

, Everett Rogers and Larry Kincaid (1981) have criticized the aforementi_cjned' models
because they lead to seven biases. They are: '

1) -+ A view of communication as a linear, one-way act, rather than a cyclical, two-way
process in which information is exchanged over time.
2) A source bias. The model stiesses the receiver's dependency, rathér than focusing

on the relationship of those who communicate and their fundamental
interdependency. Typically, in traditional models the receiver is dependent upon
the information the source transfers to him/her. There need not be interaction.

3) ‘A tendency to focus on the objects of communication as simple, isolated physical
‘objects, at the expense of the context in which they exist.

4) A tendency to focus on the messages per se at the expense of silence, and timing of
messages. '

5) A tendency to consider the primary function of communication to be persuasion,
rather than mutual understanding, consensus and collective action.

6) - A tendency to concentrate on the psychological effects of communication on

separate individuals, rather than on the social effects and the relationships among
individuals within networks. Networks will be explained Iater in the chapter.

7 A belief in one-way mechanistic causation, rather than theé mutual causation that
characterizes human information systerns, which are fundamentally cybernetic.

As an alternative to the biésed models Larry Kincaid and associates (Everett Rogers, June
Yum, Joseph Woelfel and George Barnett) propose the Convergence Model of Communication. '
Two graphiic representations of the model are presented as Figures 5 and 6. The model stresses
the unity of information and action. All information is a consequence of action; throug'h'
information processing, action may result in additional information. The model has no begirining
- orend. Only the mutually defining relationship among the parts gives meaning to the whole.
When information is shared by two or more participants, information procéssing may lead to
mutual understanding, agreement and collective action, such as solving group problems.
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Figure 2.5, A Convergence Model of C;m'munitaﬁorl-.
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One consequence of this model is that communication always implies a relationship, a

mutual process of information sharing among two or more people. Consequently,‘the analysis of
communication must take into account the interactant's differences and similarities, and for our
purposes, changes in the relations among the interactants over time. Thus, the notion of the
environment in which communication takes place becomes increasingly important because it
includes the interpersonal context. | -
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How Information Diffuses Through Social Systems _

One phenomenon that communication scientists study is the process by which new ideas,
products and practices diffuse or spread through social systems. Generaily,. the diffusion process™
involves a combination of the mass media and interpersonal communication. Once, it was
thought that new ideas were spread directly via mass communication--both electronic--radio,
television and film, and print--books, magazines and newspapers. The hypodermic needle or -
direct effects model proposed that the mass media had a direct, immediate and powerful effect on
its audience. It was a one-step flow model. The message went from the media source directly to
all members of society, without being mediate by other people. The direct effects model is
presented below as Figure 7 '

Mass Media --—----—-- > Audience

Figure 7
The Direct Effects Model

Research by Paul Lazarsfeld and associates in the 1940s found that the Direct Effects
~ Model was incorrect. The results of their research on how people in Elmira, New York make up
their rn'mcis for whom to vote, revealed that ideas flow from the mass media (at that time radio and
print) to opinion leaders and from these individuals to others who were less active in the
information retrieval process. o

This has become known as the Two-step Flow Model. The first step is from the media
source to opinion leaders. This is primarily a transfer of information. The second step, from the
opinion leaders to the general public, involves the communication of influence. The opinion
leaders act as gatekeepers and add their interpretations to the information they -gained from the
media before passing it along to the public. Gatekeepers are people or institutions who restrict
the flow of information. They may act consciously, such as censors, or unconsciously, through -
selective perception.. The Two—stép Flow Model is displayed belqw as Figure 8. '

Mass Media --~-> Opinion Leaders -------> Audience
| Figure 8 |
The Two-step Flow Model

Today, communication scientists use the Multi-Step Flow Model to describe the process
of information diffusion. It indicates that some people receive information directly from the mass
media while others receive information from other individuals in their social network, The Jater
individuals may be many steps removed from the original source of the information, depending on

their location in the social structure and theit position in the communication network, as well as
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the availability of the media, the nature of the message, and the differential salience of the
méss'age to the individual members of the social system.
Communication Networks _ o

Now that the role of the mass media in the diffusion process has been described, we can
turn our attention to the role of the communication network. The term communication network
describes the relationship among the membefs_ of a social system based ﬁp_on the communication
among the members. When discussing communication networks, the members are generally
called nodes and the relationships, links. It should be noted, however, that the examination of the
information flows of a system may involve components other than people. The componehts may

 be individuals. Or, they may be the mass media, small groups, computers, entire organizations or

even cities or countries, when examining the flow of information among cities or countries.

Recent research has "generalized the stady of networks to include any type of relationship
among any members of a system. Examples include semantic networks, where communication
scientists study the relations among a system of symbols; and cognitive or neural networks, where
they study the time-ordered relationships among stimuli, an information processing device, such
as a computer or the human brain, and a behavioral outcome.

The relamnshlps among the members of a social system define the communication
structure and may be identified through network analysis. Network analysis is a set of research
methods for identifying emergent patterns in social systems based upon the transfer (or exchange)
of information among the parts of a social system. Formal mathematical procedures exist to
calculate descriptive indices which may be used to predict a number of social implications. Some
network methods prbvide'a graphic description or sociogram of the com_muniéation structuré, and
others define network roles, such as, isolate, group member, liaison and tree node. These roles are
described in the sociogram is presented in Figure 9. 1t shows the pattern of communication within
the system and vartous network roles.

Bill Richard's NEGOPY computer program the most widely used software to describe
communication networks identifies seven different communication roles. They are defined as
follows:

1. Isolate Type 1--This individual has no links (#25).
2. Ysolate Type 2--This individual has only one link (#21 and #22). J
3. Isolated Dyad--A pair of people who communicate only to each other (#23 and #24).
4. Tree Structure—An isolate type 2 has only one link. If one or more of these isolates is
* attached to the first one, this first one is called a tree node, and the whole structure -
(tree nodes [#20] and isolates [#21 and #22]) a tree structure,
5. Liaison Type 1--(Direct Liaison} A person who has more than 50% of his

communication with members of groups, but not with members of any single
group. They link groups directly_(#S)_ _
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6. Liaison Type 2--(Indirect Liaison) A persoh who has less than 50% of his
communication with members of groups. Most links will be with other liaisons.
. They connect groups indirectly. There is no indirect liaison shown.in Figure 9.

7. Group Member-- A person who has more than 50% of his communication with other
members of the same group. A group is a set of at least three people all of which
are connected by a link entirely within the group. There must be no node which, if
removed, causes any.of the conditions not to be met. He must have at least two
links with other members (#2-7, #9-18).

So, why do communication scientists study networks? First, a precise description of the

* communication network makes it possible to determine the pattemn by which information flows
through society. For example, consider node #1 as the mass media. Node #2 receives a news
item and then passes it on to #3 and #7. They may pass it on to #4 and #6 who in turn
-communicate the story to node #5. The message may spread to another group through #3's bridge -
link to #9 or from #5 through liaison #38 to the other 'gfou'ps which compose the social system.
Given this sociogram, nodes #21 and #22 would be the last to learn tﬁe infonnation; and isolated

" nodes .#23, #24 and #25 may.never learn the information. It should be noted that people can learn
about novel ideas in ways other than direct interpersonal communication or from the mass media. .
For example, people may learn about them through observing the behavior of individuals with .-
whom they don't communicate. | '

Second, it has been determined that one's position in the communication network makes a
difference in their attitudes, behaviors and knowledge. For éxample, isolates are typically the last
to find out about a new product because they are not in contact with the other members of the |
system. Liaisons usually serve the function of opinion leader. That is, they are influential with
the other members of the social system because they possess information about a number of |
topics. The reason they possess the information is due to their position in the information flow
among the members. o _

Group members generally have uniform opinions. This is due to the fact that, as a group,
they are interconnected. The majority of their communication is with other group members.

' Thus, there is only limited contact with non-group members. The convergence model of
communication would suggest that, over time, the members of the group would converge on a
common set of attitudes, values, beliefs and knowledge.

Tn addition to defining the members’ communication roles, network analysis provides
indicators which describe a social system's structure. These indicators may be for the system asa
whole, for the groups which are identified from the network analysis, or for individuals which
compose the social system. One of these indicators is connectedness, or density. System density
is the degree to which the members of a system communicate with one another. Mathematicaily,
it is the number of actual contacts divided by the number of possible contacts.
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' - contacts
System Density = -----------m--eamemeo-
" N*(N-1)/2

where, N is equal to the number of members in the system. Connectedness has important
implications for how quickly information flows in the social system. The greater the density, the
faster the diffusion of information. - _ ‘

_ " Another descriptive indicator of an social system's communication structure is system
.in_tegration. It is the average of the degreé to which units linked to a focal unit are linked to each
other. Integration describes the likelihood of the members _recéiving information that they have
already received. In Figure 9, Group #1 is less integrated than Group-#2. Integration also
indicates how open the system is to new information. Communication patterns of highly-
interoonnected personal networks discourage the exchange of new information because they lack
‘openness. Integrated networks (Group #2) simply facilitate the sharing of ignorance among '
individuals. The degree of integration is negatively related to the potential for the éxchange of
novel information and therefore, impedes the diffusion of new ideas in society.

Related to system integration is openness. Openness is the degree to which the members -
of a system are linked to nodes extemal to the system. In Figure 9, node #1 is external to the
system. Mathematically, openness is the number of lmks that cross the system's boundary into the |
environment, divided by the total number of possible, links. The more open a sysiem, the greater
its likelihood of receiving novel ideas. For the system in figure 9, the openness is 1/38, or .026.

As indicated form the examples above, network analysis can provide descriptive indices of
the communication of the groups it identifies. These indicators are useful when examining the
flow of information between groups. One such indicator is group connectedness, the degree to
which a group in the system is connected to others. For example, work groups with gatekeepers
(bridges) who communicate a great deal with their colleagues-- both internal and external to the
group-- perform better than those where they have few communication links.

~ Another index is average group connectedness. This is the number of links of the

" members of the group to other group members divided by the number of possible links [IN(N-
1)/2]. For example, in Group #1 there are 7 links and 15 possible links [6(5)/2]. Therefore, the

group connectedness is 7/15 or .467. For Group #2 , average group connectedess is 15/15 or 1.0.

Additionally, one can examine group integration, i.e., the degree to which the groups
linked to a focal group are linked to one another.  Similar to analyzes at the system level, one can
determine group openness. It is the degree to which group members are linked to others outside
the group

Centrallty is the average distance from a focal group to all of others in a network such
that the-smaller the distance relative to the other members, the more central the unit. Distance

15
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may be taken to be the number of links that must be crossed in order for the group to
communicate with all other groups in the system. Among othei variables, ceﬁtrality has been

found to be related to member satisfaction, such that, the more central a node the greater his/her

satisfaction with the group process. Without going into the mathematics, #8 is the most central
node in Figure 9. o '

At the individual level, the network analyst may examine the connectedness, integration
and centrality of individuals. These indices make it possible to answer the following questzons. '
Does the individual have contacts with those people with new information? Is an individual's
level of integration too great, thus restricting his/her ability to receive novel information? And,

" how central is the individual in the information flows of society?

The Diffusion of Information Over Time

The process by which a society's members learning about and adopt novel new products,

- practices or ideas, may be described in the same manner the other processes discussed at the

beginning of this chapter. The total number of individuals who know the new information may be
plotted as variable Y on a graph with respect to time. Again, time 1S represented by the X-axis.
This results in an S-shaped curve. Itis known as the diffusion curve. -\

At first, only a few individuals know the information or adopt an innovation. ’I‘he rate of
knowledge gain or adoption is very slow and is represented by a small positive slope. Then, the
rate increases at an increasing rate until about half the members of society know about the new
information (adopt the innovatioh)- After this point, additional ron-knowers become knowers
(potential adopters become adopters), but at a decreasing rate. Although still positive, the slope
becomes smaller approaches zero as fewer and fewer new people learn the information (adopt),
until all the members of the social system Jearn about the new product, practice or idea (or adopt
it). The S-shaped diffusion curve is present in Figure 10. ¢

L ' . | S-shaped
diffusion curve

Number o

ar
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of, B . : . 1
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While an S-shaped pattem of learning or adopuon may be used to descnbe most

information (innovations), there is variation in the slope among spe01f1c innovations. Some new
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ideas spread 'very rapi&ly, producing a steep curve. Others may diffuse véry slowly, resulting in
an adoption curve having a gradual grade. By examining the s10pe‘of the diffusion curve,
communication scientists can predict the rate of adoption for various innovaﬁons. Once this is

- known, they can then determine why some information or innovations diffuse rapidly and others
~ very slowly. Past research indicates that attL‘ibutes of an innovation, along with characteristics of
the adopting social system determine how quick‘ly'innovations ditfuse. Some of the attributes of
an innovation affecting adoption are its compatibility, triability, complexity, observability, |
perceive relative advantages, and relative costs. '

The External-Influence Model . .

There have been a number of attempts to identify the-function which describe the diffusion
curve but they involve advanced mathematics and are beyond the scope of this discussion.
However, three theoretically significant models will be discussed as simply as possible. For those
how are interested, the models are discussed in detail by Mahajan and Peterson (1987).

The first model is known as the external-influence model. It is mathematically described
by the formula below.

Yy =N(I-¢e™)

Y{U is the cumulative number of adoiﬁters {or knowers}) at time & N is the total nﬁmber of-
potential adopters (or kndwcrg;) in the social systeni at time t. And, a represents the influence of
an external source on the diffusion process. ¢ is the natural log, approximately 2.718. While a is
generally taken to be the influence of the mass media, it may also be the influence of government,
change agents, or salespeople.

Over time, the cumulative number of adopters increases, but at a decreasing rate. This is
because information comes only from a source external to the social system. Notice the
similarities between this model and the direct effects model. The external-influence model does
not produce an S-shaped curve, but rather a decaying exponential as displayed in Figure 11.

N Y

: - - time
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The external-influence model does not attribute any diffusion to the interaction among

those who have adopted and those who have not. It is appropriate only in those instances where

the social network is very sparse, when the information is taboo, or when information is available
only from external sources. Because the model does not result in an S-shaped curve and because
it is appropriate only under certain conditions, communication scientists have founds its value
limited and generally rely on other models.

Internal-Influence Model
One model considered stronger than the external-influence model is the internal-influence

model. The internal-influence model based on the assumption that diffusion occurs only through
interpersonal communication, such as the social network described above.

Y = NI(1+ (N-Ng)/Nye -1t

N,q is the number of knowers or adopters at time zéro. Interpersonal interaction is represented by
N, (N-N,). That is, the number of prior adopters times potential adopters. b is the degree of |
internal influence. This model results in the S-shaped curved described above. It is most
appropriate to describe the diffusion process in those instances where the innovation is'complex

- and observable, and the adopting social system 1s highly interconnected.

The Mixed-Influence Model |
Realistically, the diffusion process takes place through a combination of external

influences and interpersonal interactions. As a result, communication scientists have proposed the
mixed-influence model. Conceptually, it is similar to the Multi-Step Flow Model discussed
above. "

N - (a(N-Ng))/(a+b Nyg) e-abN)-10)
Y= .
()

1 + b(N-Nyg)/ a+b Nyp) e-a+bN)(t-10)

While these models are widely accepted by communication scientists, they are not without
criticism. Forembst, they suffer from a pro-innovation bias. This implies that any innovation
should be diffused and adopted by all members of society. The innovation should neither be
reinvented (made appropriate for the individual or the setting), or rejected because it is
inappropriate or simply a bad idea. Further, communication research is typically used to
facilitate the process of diffusing innovations more rapidly. '
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One manifestation of this bias has been the focus of diffusion research on adoption to the
neglect of disadoption. As a result, little is known about the disadoption process or what may be
called social forgetting. There are two types of disadoption (discontinuance): replacément and
disenchantment. A replacement discontinuance is a decision to cease using an innovation in o
order to adopt a better one. For example, vinyl records are in the process of being feplaced by
digital disks. | ' |

" A disenchantment discontinuance is a decision to cease using an innovation as a result of
dissatisfaction with its performance. The dissatisfaction may come about because the innovation
is inappropriate for the individual, or society, and does not result in a perceiyéd édvantage over an
alternative. For example, chemical fertilizers, pesticides and herbicides are being disadopted
because people are becoming aware of their negative impact on the environment.

Another result of the pro-innovation bias has been the lack of mathematical models to
describe the process by which a society adopts and disadopts a product, practice or idea. Recent
research is being carried out to develop a general model to account for this process. Such a model
would describe the curve preseﬁted in Figure 12. ' '

This concludes the discussion on how novel information and innovations spreads through -

- a society. When this chapter was written, I wanted to leave the impression that the process of -
‘communication can be studied in much the same way as scientists study other processes, that is
through mathematical functions. Through the use of even quite simple mathematical models we
can precisely describe the process of communication. These models make it possible for us to
make accurate predictions about social behavior and

Y

time

cognitive processes, and to evaluate the quality of our explanations about these phenomenon.
‘Finally, they make it possible for us to intervene and control the diffusion of information and

innovations in society. - - - ; ]
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Chapter I. Exercises

1L Define the following terms in your own words.

A. communication

B. process

C. ISystem

D. gatekeeper

E. entropy

F. feedback

2. What is information? (Give a verbal c_i_cﬁnitiqn and the mathematical definition.)
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In the space below, develop a model of communication with which you feel comfortable.
. discuss its strengths and weaknesses.

Differentiate between the Direct Effects, the Two-Step Flow, and the Multi-Step Flow
Models of the Influence in explaining the influence of Mass Communication. '

* Choose one indicator that describes a communication network. What does it tell you?

Discuss why you think that statistic is important in the study of the dissemination of
information in society. o

23
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6. On the next page is a table which provides data on the average number of houts the
averagé- American household watched television per day. These data come from the A.C.
Nielsen Company and are provided in monthly intervals from 1950 to 1989. Use these

. data to perform the following tasks:
A. Plot the diffusion curve. Take the average (mean) for each year, 1950 to 1989.
Graph the annual averages on the Y-axis against the year on the X-axis. Describe

in your own words the diffusion of television.

. B. Take any two adjacent years, for example, 1968 and 1969. Graph the number of”
hours of household television viewing on the Y-axis against the month on the X-
axis. The months should be scaled 1 to 24, with January (year'l) as 1, February
{ycar'l) as 2 and so on. December (year 2} should be 24. Describe, in your own
words, the pattein that you see in the graph.
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‘Chapter IT
Communication and
The Study of Bargaining

 Frank Tutzauer
Copyright 1990

Conflictis a ubiquitous facet of life. It occurs at all levelé of analysis: between
individuals, within and among éroups and organizations, between nations, and even between
cultures. Conflict can be both beneficial and deleterious; it can revitalize and destroy. It can be
abstract and highly symbolic, and it can degenerate inte violence. ' '

And in all cases, it is inextricably intertwined with communication,

This chapter focuses on one form of conflict in which communication plays an espemally
prominent role: bargaining. It begms by outhmng the important terms and ideas used by
bargaining researchers. Then, it concludes with a discussion of the major theoretical-approaches
to the study of this important domain of social behavior. -

Key Concepts

Basic Terminology _ '
As a working definition, let us take bargaining to mean a situation in which two or more

interdependent parties to a dispute attempt (o arrange the terms of agreement between them.
Some authors {e.g., Rubin & Brown, 1975) distinguish between bargaining and negotiation, using

the former term for individuals--for example, a shopkeeper and a customer--and reserving the
latter term for formal talks between groups--for example, between management and a labor union;
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or between the United States and fhe Soviet Unioh. In this chapter, however, I will use the two |
terms interchangeably. _ | | 7
Most bargaining sessions consist of a series of offers or demands--that is, proposals put
forth as possible settlements. If an offer represents alowering of a bargamer s previous offer, it is
called a concession. If all bargainers agree to a particular proposal, then that proposal is called the

settlement; otherwise we say that the bargainers have deadlocked. The state of affairs that obtains

upon a deadlock is called the disagreement pdint. The disagreement point, along with any B
possible settlement are called outcomes. The resistance point or limit is that point below which

- the bargainer will concede no further--the point below which the bargainer would just as soon

disagree as accept the offer. A bargainer's level of aspiration, on the other hand, is the bargainer's
target point, the current goa] he or she is trymg to obtain. _

It should be clear from the foregoing discussion that each of the bargainers prefers some
settlements to others. Accordingly, it is impOrtaht to index (i.e., assign a measurement to) the
value or worth of all possible settlements to each of the bargainers. Sometimes a convenient
measure--such as money, or poinis--is available to index the worth of the agreements to the
bargainers. More generally, however, it is necessary to define a utility function to assess the
waorth of each outcome. A bargainer’s utility function is a Ihathematical function that assigns a
numerical value to each possible outcome. Utility functions have the property that the more the
bargainer prefers an outcome, the higher the value assigned to it. They also have the proper-_ty‘fhat
if an outcome consists of a gambie (e.g., a 40% chance of obtaining A and a ‘60% chance of
obtaining B), then the utility of this compound outcome 1s the same as the weighted average (i.e.,
an average where the components are given differential weights) of the individual utilities, where
the weights are given by the appropriate probabiiities -In our ekample here the utility of the
gamble would bé equal to .4 times the utility of A plus .6 times the utility of B. |

Under certain 1easonab1e assumptions about the outcomes and the bargamers preferences,
it'can be shown that each bargainer possesses a utility function, and that this function is unique up
to a change in scale and zero point, (for example, Fahrenheit and Celsius thermometers have
different units and zero points, even though 'they measure the same thing), although the bargainers |
will not, in general, have the same utility functions. It should be remembered, however, that the
utility functions derive from the preferences, not the other way around. For example, it would be
incorrect to say that a bargainer preferred outcome A to B because it had a higher utility. Rather,
we should say that A had the higher utility because the bargainer preferred it to B.
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Distributive and Integrative Bargaining
There are two important kinds of bargammg sessions that researchers find important. The

f1rst distributive bargaining, is the hard-nosed, win-lose stercotype that most lay people think of

as the typical negotiation style. The second, perhaps theoretwally more interesting, is integrative
bargaining, sometimes called win-win bargaining, a branch of fesea.rch popuiarized by DPean Pruitt
and his colleagues (see Pruitt, 1981, fora review). This section will cover both.

One can think of distributive bargaining in three distinct; but related, ways: as a structural
feature of the outcomes, as 2 bargaining style, and as a cognitive framework. Structurally, we say
a bargaining situation is distributive if its outcomes are such that whatever one negotiator gains,
the other loses. For examplé, if we are trying to divide ten dollars, every dollar 1 get is one that
you can't have. Such negotiation situations lead to intensely competitive behavior because the
bargainers' interests are diametrically opposed. So, itis natural to also conmden distributive
bargaining as a style of negotiation behavior. When a bargainer engages in tough negotiation
tactics, withholding information, using threats and othe_r coercive measures, we say that he or she

.is behaving distributively. Finally, distributive bargaining can be thought of as a cognitive

framework--that is, the mind set that occurs when negotiatofs believe that the structure of the

situation is distributive, independent of whether or not it actually is. Bazerman ‘and Neale (1983)
call this phenomenon the bias of the mythical fixed pie. '

Integrative bargaining, like distributive bargaining, can be thought of as a structure, as a

- style, and as a cognitive framework. If there exist outcomes high in mutual benefit--that is,

outcomes where both bargainers do well--then the situation is structurally integrative; and such

outcomes high in joint benefit are called integrative outcomes. For example, if we are bargaining‘
over two issues, and if one is very important' to me while the other is very important fo you, we
might be able to construct a trade off in which we both get what we most desire. Just as in
distributive bargaining, integrative bargaining can also be considered a negotiation style. When
the bargain'-ers exchange information, and approach the bargaining task with a problem-solving
orientation and with mutual concern, then we say they are engaging in integrative bargaining.

- Finally, integrative bargaining can be thought of as a cognitive framework: when the bargainers

treat the mythical fixed pie as what it 1s——rnyth1ca1—-and seek to expand the’ p1e by cons1der1ng

mtegratwe outcomes.
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. ' Outcomé and Process Models

‘This section discusses two important approaches for studying bargaining and the
communication that takes place during negotiation. '
Game Theory ‘

The seminal work in game theory is von Neumann and Morgenstem's- 1944 Theory of
Games and Economic Behavior. As a branch of knowledge, game theory is perhaps ill-named;
the term conjures up images of Parcheesi and hopscotch. In fact, game theory is the mathematical
study of the §trategic dimensions of conflict. As such, it is broader than the study of bargaining,
but bargaining certainty has straiegic elements that can be modeled using the terminology and
theorems of game theory. ' '

Thexe are two important classes of games havmg relevance to bargaining researchers:
matrix games and bargaining games. Each is discussed in turn below.

Matrix games: In its simplest form, a matrix game is defined by a pair of bargamers
(game theorists call them players), each having available to them a finite number of strategies,
along with the consequences of each strategy pair. Such a conceptualization has a natural
representation as a matrix, with strategies represented by the rows and columns of the matrix, and
with the entries of the matrix giving the outcomes of the strategies. In other words, the ij-th cell”
of the matrix tells what happens if Player 1 chooses his or her i-th strategy and Player 2 chooses
his or her j-th s'trategy. '

Consider Figure 1. Here, the row player (Pla‘yer 1) has three strategies available (maybe
strike, slowdown, or continue working), and the column player (Player 2) has two (maybe accept
union demands, or lockout the workers). The entries in the matrix are called payoffs énd the
numbers should be taken as utilities or some other measure of the worth of the ocutcomes résulting
from the intersection of two strategies. For example, 1f both players choose their first strategy,
then Player ! receives a payoff of 3 wheréas Player 2 loses 3. This matrix is an example of a
zero-sum_game, so called because the payoffs in each of the cells adds up to zero. Zero-sum
games are the natural model of bargaining situations that are structurally distributive.

29




30

I Bargaining

(-2, 2)

(0, 0)

Figure 1. A Two-Person Zefo—Sum Game.
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To model integrative situations, one must use varjable-sum games. An example can be
seen in Figure 2. Each player has a choice of two strategies, which are called cooperation and

defection. If the players both cooperate, they each get a payoff of 3, and if they both defect a
_payoff of 1 results. However, if one defects and the other cooperates, the defector receives 5

while the cooperative player receives nothing, This matrix is the famous Prisoner's Dilemma,
The dilemma is this: Player 1 reasons, "I have a choice of cooperating or defecting. If my
opponent cooperates, then defecting is better since 5 is greater than 3. Similarly, if my opponent

-defects, defecting is still better since 1 is greater than 0. So no matter what my opponent does, I

should defect.” Player 2, of course, reasons the same way, since the game is symmetric.
Therefore, they both defect and receive a payoff of 1. Clearly, however, it would have been better
for both players if they had cooperated, receiving 3 each. Thus, the Prisoner’s Dilemma highlights

‘the tension between individual and.group rationality. I each individual acts in his or her own best

interests, the result hurts everyone. _ -

Bargaining games. An alternative game-theoretic approach to the study of bargaining is
the line of research begun by John Nash (1950). Nash modeled the bargaining sitnation by using
compact, convex subsets of the Cartesian coordinate system (see Figure 3). A two-person
bargaining game is such a set, which we call the feasible outcome set, along with a distinguished

, point of the set, called the disagreement point, labeled d in the figure. The interpretation to-be

given to the feasible outcome set is that it represents the utilities of all possible outcomes to which
the players might agree_ If the bargainers agree to some outcome, then there is a point in the set
corresponding to the outcome such that the utility of the outcome to Bargainer 1 is given by the x--
coordinate of the point and the utility to Bargainer 2 is given by the y—coordinate_. If they

. bargainers fail to agree, then they receive the utilities associated with the disagreement point.

To model the process of reaching an outcome, we use a solution function, which is simply

a mathematical function that takes as its input a bargaining game and produces as its output the
point of the feasible outcome set to which the bargainers agree. We define such a function by
postulating certain assumptions that we think the bargainers will agree to as fair. Nash's

assumptions were as follows:

1. Paseto-optimality. The bargainers will not agree 1o a point x if there-is another point y
that improves both players utilities. In other words, if Player 1 prefers y to x, and if Player 2 also
prefers y to x, then they won't choose x.
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(3,3) | (0,5)

(510) .' (lf 1)

Figure 2. The Prisoner's Dilemma.
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E . Diane

Sam

Sam

~ Diene

 Flgure 3. Two—Person Bargaining Games.
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2. Symmetry. If the game treats the players equally, then $0 should the selution. This
assumption amounts to saying that it doesn't matter who we put on the horizontal axis and who on

the vertical axis provided we make the natural change in the solution. For example, assume Sam

is Player 1 and Diane is Player 2, and their outcome set is as in the top half of Figure 3. Suppose
further that the solution function chooses x as the bargaining seitlement. Suppose now, that we ’

 decided to reverse the roles of Sam and Diane, putting Sam on the vertical and Diane on the

horizontal. Then their feasible outcome set would be as in the bottor half of Figure 3, and we
would expect the solution to choose y as the settlement. .
3. Independence of 1rrelevant allernatives. Suppose the bargamers have feasible outcome

set F and agree 0 x as the solution. Suppose now they bargain overa subset of F, but one still
containing x. Then they should agree to x again. In other words, ehmmatmg irrelevant
alternatives (irrelevant in the sense that the bargainers don't agree to them) should not affect the
solution. An example will make this more clear. Suppose I walk into my tavorite Creole
restaurant, and the waiter tells me that they have three selections today: jambalaya, crawfish pie,
and fil¢ gumbo. Being Cajun-hungry, I tell the waiter, "TI'll have the filé gambo." Suppose the
waiter returns after a short while and says, "I'm sorry. We're out of jambalaya.” What should 1

_ say? Ishould say, "So what. I wanted the gumbo.” In this example, jambalaya is the irrelevant

alternative, and eliminating it shouldn't change what I wanted. Similarly, if irrelevant alternatives

are eliminated from the feasible outcome set, then the solution should remain unchanged.

4. Invariance with respect to positive linear transformations. If we change the feasible
putcome set by changing the origin or the scale, then the solution remains unchanged (except for
making the same scale and origin changes). This assumption, of course, derives from the fact that

utilities are unique only up to a change in scale and origin. As an example of this assumption,

assume that Sam and Diane have agreed to x in the top half of Figure 3. Suppose fur;her that x
gives Sam a utility of 2 and Diane a utility of 4. If we change the origin of the feasible outcome
set by adding 6 to all utilities, then, in this new set, Sam and Diane should agree to a point giving
them utilities of 8 and 10, respectively. If we now make a further change, a change in scale, by
multiplying the scale by, say, 1/2, then Sam and Diane would obtain utilities of 4 and 5. '
Nash was able to prove that if the above four assumptions were met, then the solution
would be the one that maximized the product of the players utilities. This is really quite a
remarkable theorem. It says that if the above four assumﬁtions are true--and they certainly seem
reasonable at face value--then we know whatthe bargainers will agree to:- We simply choose that
outcome producing the highest number when its x- and y-utilities are muliiplied together.
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Many other solution functions besides Nash's exist, each obeying a different set of
assumptions. Which solution function the researcher uses depends on what he or she is willing to

. assume about bargaining behavior.

As can be seen from the examples in this section, matrix games are very good at capturing
the interdependent nature of the bargaining relationship. What happens depends not only on what
one does, but also on what one's opponent does. Similarly, bargaining games allow us to
formalize what constitutes a fair allocation. Unfortunately, neither matrix games nor bargaining
games capture the action-reaction dynam1c that characterizes most bargaining. To do so, we must
use different theoretical tools. ThlS subject is taken up next. '

Richardson Processes

Game theory, by and large, provides good models of bargaining outcome. To model the
ba_rgaining process, however, we need slightly different tools. Because the bargaining process is
dynamic--that is, it changes over time--the most appropriate machinery is, of course, the
differential calculus. Richardson probesses take full advantage of calculus.

Richardson processes were originally used to study arms races (Richardson, 1960). The
action-reaction dynamic of an arms race is modeled by a pair of linked differential equations

dx-mpy-n x+g
dv

dy-mpx-npy+gy
dt

where x and y are the armaments levels of the two nations, and dx/dt and dy/dt are the
instantaneous rates at which these armament levels are changing. The m coefficients measure
how much each nation reacts to the arms of the other nation, the n coefficients capture the burden
of amassing arms, and the g parameters are constant grievances. If, instead of armaments, we let
x and y represent bargainers’ demands, then the m coefficients measure reciprocity, the n
coefficients index how sensitive a bargainer is to his or her own previous d.emands, and the g's
capture the bargainers’ tendencies to concede independent of the current session. By estimating
and examining the various parameters of the models, the researcher is able to predict whether or
not bargainers will agree, and, if so, what the agreement will be. Unlike game theory, however,
these predictions derive from the process--the differential equations--rather than from assumptions
about the nature of behavior. '
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Conclusion ,
Bargaining and niegotiation are forms of dispute resolution that can avoid violent
confrontations. Despite the importance of this method of conflict management, there is much to
. learn about the nature, causes, and consequences of successful bargaining. This chapter has
reviewed some important concepts and theories, and should serve as a stepping stone for the
student seeking to learn more about the bargaining process. |

|
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Chapter III '

' : NEURAL NETWORKS:
Appllcations of the Cognitive Revolution
" To Advertlsmg, Marketing and Political Research

Joseph Woelfel
- Copyright 1992

The Cognitive Revolution

The last three decades have seen change in our understanding of mental processes so
fundamental and sweeping it is called "The Cognitive Revolution.” The academic community
refers to all "mental" processes as "cognitive processes", from the Latin word cogere, to think.
(Rene DesCartes made this word famous with his dictum "Cogito ergo Sum", which means "I
think, therefore I am.") ' ' .

Cognitive processes include such processes as thinking, feeling, attitude change and the

- like, but computers and modern communication systems have broadened our understanding to

include not only collective cognitive processes, like changes in the beliefs and attitudes of groups

and cultures, markets and market segments, but even symbolic processes in computers. Some
scientists and philosophers consider cognitive processes to be any mﬁnipulation of symbolic
information whatever. _

To gauge the depth of the cognitive revolation, it helps to understand that, only a few
years ago, many if not most scientists believed that cognitive processes where inherently
unobservable, and either couldn't or shouldn't be a studied at all. Behaviorism was the
predominant philosophy, and its adherenis treated humans as "black boxes", observing inputs to

[
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the box and the outputs that resulted without speculating about what was going on inside. Now,
however, cognitive science is one of the fastest growing areas in the academic commuhity, and
includes workers from anthropology, communication, computer science, geography, linguistics,
philosophy, physics, psychology and other disciplines. These thousands of scientists and scholars
focus explicitly on what was thought to be unobservable only a few years ago -- cognitive
processes. | ' '

Although the cognitive revolution has been wide ra_nging,ﬁ there are three areas of
development which seem pérticularly interesting. The first of these is a change in the way
thinking'and'rezisoning is described, from a categorical to a "fuzzy" model. The second is a
deepening understanding of the fundamental processes by which the brain operates -- an
understanding of the physical principles underlying neural networks. Thﬁd, e_xplosive
developments in computing have made it possible to simulate cognitive processes in computer -
software. This has made it possible to test theories that would otherwise have been purely
speculation. And it has also given rise to whole new technologies which are now revolutionizing

many aspects of human endeavor.

Fuzzy Logic _
Since the time of Aristotle; scholars have thought of reasoning as a categorical process. As -
Bruner said, '
The most self evident aspect of our experience is that we place things into
categories. That is 2 man and he is boarding a bus with the intention of \gettihg

some relaxation.

Each and every man is a member of the category man, and no individual man is more or
less a member of the category than any other: The boundaries of the category are crisp and
distinct, and each member of the category is assigned into that category.because he, she orit-
possess the defining characteristics or essential features of that category. (For the category man,
Aristotle required two such characteristics, rational animal.)

Reasoning or thinking within the Aristotelan categorical model was by syllogisin, a
method of nesting or including categories within categoﬁes, as in the familiar classic syllogism

~ All men are mortal '
~ Socrates is a man

Socrates 1s mortal. _
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Thisisa very powerful model, and it has lived a useful life for over two thousand yeérs.
But there are real problems with the categorical model, all flowing from the assumption that
categories have sharp, distinct boundaries, and that all members of any category are to be

‘considered identical as far as their membership in the category is concerned. First of all, category

boundaries are seldom very sharp, and honest observers disagree about whether objecls belong to
one category or another. (Aristotle did not believe women, slaves, and most non-Greeks belongecl
to the category rational, and thus were not actually men.")

One major step in the Cognitive Revolution was to reconsider categories not as sharply
bounded "bins" into which objects could be classified as belonging or not belonging, but rather as
"fuzzy sets" with no real boundaries, which faded continuously into n_eighboring categories. One
well known fuzzy set model, instead of classifying objects as membér_s or nonmembers of any
given category, instead assigns them a membership score ranging from zero to one, with 1.0 being
a complete, perfect member, and 0.0 not being a member at all. The "best" members of a category
-- that is, those that best typify or exemplify the category — are called "prototype members.”
Collies and German Shepherds are prototypical dogs, while Schnauzers and Pekingese. are less
"doglike." Members are assigned values based on their similarity to the prototype members; dogs
that are very similar to Shepherds and Collies get a high number, while those that are more
dissimilar get lower numbers. | | B

Reasoning within this kind of fuzzy logic consists not of classical syllogisms like the
Aristotelian model, but rather with a caleulus of probabilities. Fuzzy logics have had wide
application in traditional expert systemé and have been very well reccived particularly in Asia,
where industrial designers have incorporated fuzzy 10g1c reasomng even into household
appliances hke vacuum cleaners.

An even fuzzier model fam1har to advertu;mg, marketing and poht1cal researchers is the

' Galileo™ model. Galileo does away with categones completely, and 51mp1y assigns scores to

pairs of "objects" based on their similarity or dissimilarity. Objects that are very similar are placed
close to each other, while objects that are different are placed far apart. '

Figure 2 shows the way Galileo would represent the "Dog" category. Collies and
Shepherds are close to one another, since they are seen as similar. Pomeranians and Chihuahua's
are far from Collies and Shepherds, but close to each other. Terriers and Spaniels lie between |
these extremes, since they are more similar to Collies and Shepherds than are Pomeranians and
Chihuahuas, and they are more similar to Pomeranians and Chihuahua's than are Collies and
Sﬁébﬁér'd'é. Ina GEﬂileo, o'bjec"t's' are not defined by being placed in categoﬁes, but rather by their
pattern of similaritics and dissimilaritiés with other objects. In spite of their name, fuzzy logics are

]
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actually more precise than category logics, because they can recognize degrees of similarity rather
than lumping all similar objects together as if they were identical.

Neural Networks _

7 The human brain is perhaps the most complicated device we know, and it is folly to
believe we understand it fully. Deep questions of consciousness, coordination and control remain
unsolved. But it is fair to say that fundamental understandings of how the networks of
interconnected neurons in the brain store and retrieve patterns of information in principle are
beginning to emerge. A natural neural network (like the brain) consists of neurons, each of which
may be connected to many other neurons. (In a human brain, there are about 100 billion neurons,
_ each of which is connected, on the average, to about a thousand other neurons.) When a neuron is
stimulated, it becomes "active”, and sends signals to all the other neurons to which it is connected.

Neural networks store information as patterns in the same way that a TV screen or theater
marquee or electronic scoreboard does: By activating some of the dots or light bulbs and leaving s
others off, any pattern can be displayed. (Researchers have actvally identified moie than a dozen
maps of the visual field in the human brain.) But because the rieurons in a neural network ate
. connected to each other, the neural networi: can do more than simply disp_lay patterns of
information: it can store and retrieve those patterns, and recbgnize patterns it has stored even if _
they are distorted or incomplete.

Although the actual functioning of a neural network like the human brain can be so
complicated as to be beyond comprehension, in principle the way a neural network works is very
sirhpie and easy to understand. A neural network learns by connecting togéther the neurons which
represent any particular pattern. Since they are connected together, when some of them are
abtivated, they spread their activation to the others connected to them, which turns on the rest of
the pattern. Thus, when a network sées part of a pattern, it can recall the rest of the pattern, even
in_ spite of incomplete or erroneous information, as long as enough of the pattern is there 1o
- activate the rest. '

Figure 3 shows a hypothetical network consisting'of six nodes representing the words
"Cat", "Dog", "Barks", "Howls", "Meows", and "Purrs".

Each of the nodes may take on the value "0" {off), or "1" (on). The nodes are connected to each
other by weights which represent their relative "closeness” in the network. They communicate
with each other by a simple threshold rule: the signal sent from any node i to any node j equals the
product of the activation value of i and sirength of the connection between i and j: Thus the total
signal received by any node j will be the sum of the signals received from all the other nodes, or
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The way a node responds to the set of signals it receives is determined by its activation
function; in this case we adopt the rule that the node will be activated if the sum of its input

signals' is positive; otherwise it will be turned off, or

+1ifx>0
a; = unchanged if x =0
-Jifx <0

Following this rule, we assume the network receives the 1nput "Meows" from its
environment (i.e., the node which represents "Meows" has been activated.) This sets the activation

value of "Meows" at +1, and the activation values of the other nodes at 0. Multiplying the weights -

in each column by the activation values of the corresponding rows, then summing within each
column shows that the activation of the node "Meows" will "spread” to the nodes "Cat" and
"Purrs”, Setting their activations to 1, but will leave the nodes "Dog", ”Barks". and "Howls" off.
Figure 4 shows that activating the node "Howls", will also activate the nodes "Cat", "Dog"
and "Barks"; Figure 5 shows that activating both the nodes "Barks” and "Howls" will also activate

“Dog", but will leave "Cat", "Meows" and "Purrs" off.

This example shows clearly that communication among the nodes of the netwoxk produces

"an apparently qualitative.change in the pattern recognition and storage capabilities of the network.

When the nodes do not communicate, the network can represent a paitern of virtually any
complexity when activated directly by the environment, but the complete input is required to
produce the complete patiern. When the nodes communicate, howevef, the complete pattern can
be produced with only a partial input. When a sufficient subset of the nodes in a stored pattern is
acuvated the activation of those nodes will ' spread through the links and in turn activate the rest
of the nodes in the pattern.

It is worth emphasizing the fundamental role communication as it has been defmed here

. plays in this process. A pattern is stored by "connecting” its.elements together. Things that

together" are "close”. Nodes or elements in tum communicate their activation values to other
nodes in propbrtion_to'their closeness in the communication network. If a node is "on", it will tend
to transmit that "on-ness" to other nodes through the links between them, so that the "on-ness"
will spread to other nodes '_which represent the other elements in the pattern. Similarly, if a node is
"off", it will tend to communicate its "off-ness” to other nodes through the links between them.
The entire pattern is encoded in the pattern of communication among the nodes as connections or

weights, and can be recovered by the activation of any suitable subset of nodes.




HI Neural Networks 43

Artificial Neural Networks _
_ The explosive development of computer hardware and software technology, along with
rapidly increasing interest in cognitive processes on the part of Computer Scientists has provided
a powerful stimulus to the development of neural network technology. While modera silicon
.hardware is no match for the technology of the human brain, it is suffici_ently_ potént to provide
convincing simulations of natural neural networks. Moreover, these artificial neural networks _
(ANN's) have developed new and original network designs which are not simulations of naturally
occurring networks. Several of these artificial neural networks are already well-developed -
practical technologies which can 'provide effective and ingenious solutions to real world problems.

Types of Artificial Neural Networks

Neural networks, real or artificial, have three essential variables: how many neurons they
contain, how each neuron responds to inputs (the activation function), and how the neurons are -
‘connected to each other. As neural networks learn new patterns, the connections among neurons-
chaﬁge, since a network's "memory” consists entirely in the pattern of connections or "weights”
among the neurons. Networks may be classified according to'the way in which their weights
change during learning. Ait’hough dozens and perhaps hundreds of different kinds of artificial
‘neural networks have already been developed and ruﬁ, all are variations of twe basic types, self-

organizing networks and supervised neural networks.
Self-Organizing Neural Networks

Self-organizing neural networks (often called "unsupervised" networks) learn patterns by a
simple Pavlovian conditioning rule: When two or more neurons are simultaneously active, the
connection among them is strengthened. This means, quite simply, that neurons that have behaved
si_lmilarly in the past are likely to behave similarly in the future. Self-organizing networks receive
information in the form of patierns, which they learn to recognize, and which they can recall later.
Self-organizing networks develop an internal representation of the information to which they have
been exposed. They are useful because one can enter fragments of a pattern the network has
" learned, even in somewhat distorted form, and the network can recover the original pattern.
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Supervised Neural Networks

Supervised neural networks are usually designed in layers typically including one input
layer, one output layer, and one middle or "hidden” layer. Initially these layers are randomly

connected from input to hidden and from hidden to output. When a pattern of information is input

to the input layer, the activation pattern of the input layer is fed forward to the hidden layer, which
in turn feeds its activation pattern forward to the output layer. (These networks are frequently

called feedforward networks.) Because the layers are randomly connected, the output will be a

random pattern. ) _ _
In a supervised network, however, a trainer or supervisor presents the network with a

"correct” output pattern. By comparing the actual output to the correct output, the 